ROB 498/599: Deep Learning for Robot
Perception (DeepRob)

Lecture 12: Object Detection - part 2
02/19/2025

https://deeprob.org/w25/

ROBOTICS


https://deeprob.org/w25/

Today

« Feedback and Recap (5min)
* Object Detection (part 2)

« Summary and Takeaways (5min)

Fast R-CNN (25min)
Receptive Fields
ROI Align
ROI Pool

Faster R-CNN (25min)
Region Proposal Network

Mask R-CNN (6min)
YOLO (6min)
Mesh R-CNN (6min)

ROBOTICS



P3 released,

Recap: Object Detection Due March 9, 2025
Start NOW!!!
Object
Detection

Flipz, Keese's

Multiple objects

ROBOTICS



Recap: Fast R-CNN

Bbox | [ Bbox || Bbox | Category and box “Slow” R-CNN
Class | [ Class | [ class | transform per region Process each region
. ) t T (lightweight) independently
Regions of | Per-Region Network
Interest (Rols) 5 [ Bbox | | Class |
£ | | Bbox | | Class |
ron adproposa & b Crop + Resize features [Bbox ] [Class | "® )
TGS ﬁ@é ﬁ Image features cony o
“Backbone” Run whole image Conv s
network: | through ConvNet
—
AlexNet, VGG, most computation in

ResNet, etc

' NUDUTILY



Fast R-CNN

Bbox | | Bbox || Bbox | Category and box
Class | | Class | | class | transform per region

P Tt *+ 1

€gIons0 =1 [z [z[l Per-Region Network ion:
Interest (Rols) 5 5 5 Questlon.
from a proposal A Crop + Resize features | | How to crop
metnod _@i M Image features features?
“Backbone” Run whole image

network: through ConvNet

AlexNet, VGG, e ~

ResNet, etc DI g

P Inpit [fnage ROBOTICS



Recall: Receptive Fields

Every position in the

output feature map

dependson g ?7?2?

receptive field in the input

3x3 Conv

Stride 1, pad 1

Input Image: 8 x 8 Output Image: 8x 8

ROBOTICS



Recall: Receptive Fields

Every position in the
‘ ‘ ‘ ‘ output feature map
B depends on a 3x3
— receptive field in the input

3x3 Conv
Stride 1, pad 1

Input Image: 8 x 8 Output Image: 8 x 8

ROBOTICS



Recall: Receptive Fields

Every position in the
output feature map
depends on a 5x5
receptive field in the input

3x3 Conv 3x3 Conv
Stride 1, pad 1 Stride 1, pad 1

Input Image: 8 x 8 Output Image: 8x 8

ROBOTICS



Recall: Receptive Fields

| ‘ ‘ ‘ ’ Moving one unit in the
| output space also moves
the receptive field by one

3x3 Conv 3x3 Conv
Stride 1, pad 1 Stride 1, pad 1

Input Image: 8 x 8 Output Image: 8 x 8

ROBOTICS



Recall: Receptive Fields

(0, 0) (0, 0)

g Moving one unit in the
output space also moves
the receptive field by one

@ 3x3 Conv 3x3 Conv ©
Stride 1, pad 1 Stride 1, pad 1

There is a correspondence
between the coordinate
system of the input and
the coordinate system of
Input Image: 8 x 8 (1,1) the output + Output Image: 8x 8

ROBOTICS

(1,1)




Projecting Points

(0, 0) (0, 0)
> B
We can align arbitrary
1/3, 1/8) points between coordinate (1/3,11/3)
® system of input and output ®
3x3 Conv 3x3 Conv

Stride 1, pad 1 Stride 1, pad 1

There is a correspondence
between the coordinate
system of the input and
the coordinate system of

i s
Input Image: 8 x 8 1, 1) the output v Output Image: 8 x 8

ROBOTICS

(1,1)



Projecting Points

(0, 0)

1/3, 1/B)

Input Image: 8 x 8

(1,1)

Same logic holds for more complicated

(0, 0)

b

We can align arbitrary
points between coordinate
system of input and output

CNNs, even if spatial resolution of
input and output are different

1/3,1/3

—
S

3x3 Conv 2x2 MaxPool
Stride 1, pad 1 Stride 2

There is a correspondence
between the coordinate
system of the input and
the coordinate system of
the output

(1, 1)
Output Image: 8 x 8

ROBOTICS



Projecting Points

(0, 0)
1/3, 1/B)
O
v Input Image: 8 x 8 (1,1)

Same logic holds for more complicated

(0, 0)
>

We can align arbitrary
points between coordinate
system of input and output

CNNs, even if spatial resolution of
input and output are different

3x3 Conv 4x4 MaxPool
Stride 1, pad 1 Stride 4

(1/3, 1/3

S—

There is a correspondence
between the coordinate
system of the input and
the coordinate system of
the output

(1,1)
Output Image: 8 x 8

ROBOTICS



Projecting Points

(0, 0)

We can use this idea to project
bounding boxes between an
input image and a feature map

(0, 0)

Input Image: 8 x 8

(1,1)

e
We can align arbitrary

points between coordinate
system of input and output

>

3x3 Conv 4x4 MaxPool
Stride 1, pad 1 Stride 4

There is a correspondence
between the coordinate
system of the input and
the coordinate system of
the output

(1,1)

v Output Image: 8 x 8

ROBOTICS



Cropping Features: Rol Pool

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Input Image Image features
(e.g. 3 x640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.
https://openaccess.thecvf.com/content_iccv_2015/papers/Girshick_Fast_ R-CNN_ICCV_2015_paper.pdf ‘ H[]B[]'”ES



https://openaccess.thecvf.com/content_iccv_2015/papers/Girshick_Fast_R-CNN_ICCV_2015_paper.pdf

Cropping Features: Rol Pool

Project proposm
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

L1 1]

Input Image Image features
(e.g. 3 x640 x 480) (e.g. 512 x 20 x 15)

ROBOTICS



Cropping Features: Rol Pool

“Snap” to
Project proposm grid cells
onto features

Want features for the

box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice

[ P )

Input Image Image features
(e.g. 3 x640 x 480) (e.g. 512 x 20 x 15)

ROBOTICS



Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)
Project proposm grid cells equal subregions
mtures

Want features for the

box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice

P P )

Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

[N RASASAS R RRYLY)



Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)

Project proposal grid cells equal subregions
onto features
Max-pool within

each subregion

Region features
(here 512 x 2 x 2;
In practice 512x7x7)

Input Image Image features Region feat | th
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) cglon features always the
same size even if input
Problem: Slight misalignment due to regions have different sizes! |
'RUBUIILS

snapping; different-sized subregions is weird



Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

No “snapping”!
Project proposN PpIng
onto features

Want features for the

box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice

1 P )

UM BN

Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

NN ASASAS RN QLY



Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

No “snapping”!

Project proposm
onto features

&

°9

i
°0

® o

Image features

(e.g. 3 x 640 x 480) (e.g.512x20x 15)

Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

[N R ASASAS R RRvLY)



Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

_ No “snapping”!  Sample features at
Project proposal .
regularly-spaced points
onto features ) ] )
in each subregion using
bilinear interpolation

Ve

7 f6,5 f7,5
@ [

6.5,5.8
~ o 7 o
N
e f6,6 f7,6

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells: J“[:S

I1MTvJ



Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

, No “snapping”!  Sample features at
Project proposal regularly-spaced points
onto features ) g y-sp ] P )
in each subregion using
bilinear interpolation

& \ b _|__ _|_ //
LTI R ez | g2
CNN | P
[ | # 6.5,5.8
do l | ‘
Y T ® ®
] . LY f7,6
fy= fiymax(0,1- |x - %) max(0,1 - ly - ) ' '
L]

Feature f,, for point (x, y) is a
f6-5,5-8 = (f6,5 *0.5%0.2) + (f7,5 *0.5%0.2) linear corxnybination of features

+ (fg 6™ 0.5*0.8) + (f;6* 0.5 * 0.8) at its four neighboring grid ceIIs:J“ES

I1MTvJ



Cropping Features: Rol Align

. No “snapping”!  Sample features at
Project proposal - 4 ooint
onto features regu arly Spacg pOIfl S

fey = Z ﬁ]max(O 1—|x—x;])max(0,1— |y — y;])
i,j

fes,58= (fes* 0.5%0.2) +(f;5* 0.5 * 0.2)
+(f 6% 0.5%0.8) + (f, ¢ * 0.5 * 0.8)

in each subregion using
bilinear interpolation

7

s f6,5 f7,5

0.8 |
IO' 5 |6.5,5.8

o T o
~fes f7,6

~N
~N

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

ROBOTICS



Cropping Features: Rol Align

_ No “snapping”!  Sample features at
Project proposal lar] d point
onto features regu arly Space, pOII:I .

in each subregion using
bilinear interpolation
| | g
LB G Eh B A >4
ouiree P fe s fss
| ] /// ‘ ‘
i ! 0.8
| # 6.59.8
| '_
| | = 0.
A Y R S %
Z f” max(0,1 — |x — x;|) max(0,1 — |y — y;|) S~ 66 7,6
Lj

Feature f,, for point (x, y) is a
3 3 3 Xy
6 558~ (fG 5 0.5%0. 2) + (f7 5 0. 5%0. 2) linear combination of features

+ (fg 6™ 0.5 *0.8) + (f;* 0.5 * 0.8) at its four neighboring grid cells: S

(N EAVASASERLY)



Cropping Features: Rol Align

, No “snapping”!  Sample features at
Project propasal regularly-spaced points
onto features guiariy-sp po

in each subregion using
_ bilinear interpolation
\ | _|___ _|_ //
oeive e f6,5 f7,5
CNN SN Pl
| |
i 6.5,5.8
| L b [[o 0[] 0.2 ‘Oi.
S I S ¢
foy=) fiymax(0,1- |x = x;) max(0,1 - ly = yi]) ~~ . 5,6
L]

Feature f,, for point (x, y) is a
1:6-5,5-8 = (f6,5 *0.5%0.2) + (f7,5 *0.5%0.2) linear conzbination of features

+ (fg e * 0.5 *0.8) + (f; 6* 0.5 * 0.8) at its four neighboring grid celli:‘_]“[:s

I 1nJ



Cropping Features: Rol Align

, No “snapping”!  Sample features at
Project proposal L5 d Beint
onto features .regu arly spac? p0||:1 >
in each subregion using
bilinear interpolation

LTI T B | fes f7,5
| | PR ‘ .
CNN i —
] | * 6.5,5.8
|
e NN | | NS
AT S 0.1 o
e : g f6 6 0.5 f7 6
fxy=z_ _fi,jmax(O,l— |x — x;|) max(0,1 — |y — y;|) = ! :
i,j

Feature f,, for point (x, y) is a
f6-5,5-8 = (f5,5 *05* 0'2) * (f7,5 *05* 0‘2) linear corr\:bination of features

+(fge* 0.5*0.8) + (f;* 0.5 * 0.8) at its four neighboring grid ceIIs:J“[:S

1Myl



Cropping Features: Rol Pool

: No “snapping”!  Sample features at
Project proposal lar] o
onto features regularly-spaced points

in each subregion using
bilinear interpolation

After sampling, max-
pool in each subregion

T T 11

Input Image Image features
(e.g. 3 x640 x 480) (e.g. 512 x 20 x 15)

Region features
(here 512 x 2 x 2;
In practice e.g 512 x 7 x 7)

ROBOTICS



Fast R-CNN vs “Slow” R-CNN

“Slow” R-CNN: Apply differentiable

Fast R-CNN: Apply differentiable
cropping to shared image features

cropping to shared image features

[ Bbox | [ Bbox | [ Bbox | Category and box | Bbox || Class |
| Class [ | Class | [ Class | transform per region | Bbox | | Class
; Bbox | | Class | "
Regions of ' ' Per—Region Network | | | Conv Forward each
Interest (Rols) Conv Net region through
from a proposal Crop + Resize features Net ConvNet

method Conv
& ﬁ Image features Net | & Warped image

regions (224x224)

Run whole image

“Backbone”

network: through ConvNet )= =

AlexNet, VGG, — . 5)‘—9/ Regions of

ResNet, etc =— !nput Z ' Interest (Rol)
Image from a proposal

=

-

. '
Inputimage

method (~2k)

ROBOTICS



Fast R-CNN vs “Slow” R-CNN

Test time (seconds)

Tral nlng tl me (HOU rS) I Including Region propos... [l Excluding Region Propo...
R-CNN R-CNN
SPP-Net 4.3
SPP-Net 23
Fast R-CNN 8.75

2.3

Fast R-CNN
0 25 50 75 100 0.32

0 15 30 45 60

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.

He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014
Girshick, “Fast R-CNN”, ICCV 2015 ‘ H[]B[]“[:S



Fast R-CNN vs “Slow” R-CNN

Training time (Hours)
R-CNN R-CNN

SPP-Net
SPP-Net
Fast R-CNN 8.75

Fast R-CNN
0 25 50 75 100

Test time (seconds)

I Including Region propos... [l Excluding Region Propo...

4.3
2.3
2.3 Problem: Runtime
r0-32 dominated by region
0 15 proposaﬁls 60

ROBOTICS



Fast R-CNN vs “Slow” R-CNN

Test time (seconds)

Tl'ai n i ng time (HOU rS) I Including Region propos... [l Excluding Region Propo...
SPP-Net 4.3
SPP-Net r2.3
- 8.75 2
ik g 2: Problem: Runtime
Fast R-CNN > . ’
0 25 50 75 100 0.32 dominated by region

0 15 proposals 60
Recall: Region proposals computed by

heuristic “Selective search” algorithm on
CPU — let’s learn them with a CNN

ROBOTICS



Faster R-CNN: Learnable Region Proposals

Insert Region Proposal
Network (RPN) to predict

proposals from features Rol pooling
\/ /

Othel’WISG Same aS FaSt R CNN Region Proposal Network

Crop features for each proposal, featuremapw

classify each one

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region
Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick; reproduced with permission

ROBOTICS



Region Proposal Network (RPN)

Run backbone CNN to get
features aligned to input image

| Input Image - N Image features
(e.g. 3 x 640 x 480) (e.g. 512 x5x6) 'ROBOTICS



Region Proposal Network (RPN)

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

Iage |
(e.g. 3 x640 x 480) (e.g. 512 x5 x 6) ‘ROBOTICS




Region Proposal Network (RPN) | msginean anchor box

of fixed size at each
point in the feature map

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

Input Image - Image features
(e.g. 3 x 640 x 480) (e.g.512x5x6) ROBOTICS



Region Proposal Network (RPN) | msginean anchor box

of fixed size at each
point in the feature map

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

Input Image V‘ Image fatures
(e.g. 3 x 640 x 480) (e.g.512x5x6) ROBOTICS



Imagine an anchor box

Region Proposal Network (RPN) IngL0e o L

point in the feature map

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

Input Image V‘ Image fatures
(e.g. 3 x 640 x 480) (e.g.512x5x6) ROBOTICS



Region Proposal Network (RPN)

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input
O O (@] (@)
T - , God
@ .
CNN e O O O

St E e
Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x5x6)

Imagine an anchor box
of fixed size at each
point in the feature map

Classify each anchor as
positive (object) or
negative (no object)

ROBOTICS



Region Proposal Network (RPN)

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input
O O (@] (@)
T - , God
@ .
CNN e O O O

ANt RSOl T e
Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x5x6)

Imagine an anchor box
of fixed size at each
point in the feature map

Classify each anchor as
positive (object) or
negative (no object)

ROBOTICS



Region Proposal Network (RPN)

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

3
i ALtk
A% o
u &
MRS LN
4 G
& LaJ Al & %

e\ @
M3 SN N N ;
Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x5x6)

Imagine an anchor box
of fixed size at each
point in the feature map

Classify each anchor as
positive (object) or
negative (no object)

ROBOTICS



Region Proposal Network (RPN)

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

Input Image Image features

(e.g. 3 x 640 x480) (e.g.512x5x6)

Predict object vs not object
scores for all anchors with
a conv layer (512 input
filters, 2 output filters)

Anchor is
e object?
2x5x6
Conv
—

Classify each anchor as
positive (object) or
negative (no object)

ROBOTICS



Region Proposal Network (RPN)

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input
‘. O @] O O
) \ " d
‘\, Fi
CNN e e ;‘.{)' O
: e ,g\gbo
— F -
A R s b N
Input Image Image features
(e.g. 3 x 640 x480) (e.g. 512 x5x6)

For positive anchors, also
predict a transform that
converting the anchor to

the (like R-CNN)
Anchor is
e object?
2x5x6
Conv
/

Classify each anchor as
positive (object) or
negative (no object)

RUBUTILY



Region Proposal Network (RPN)

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input
‘. O @] O O
) \ " d
‘\, Fi
- =
o CNN 0 O b O O
/ ol
LI N AT
Input Image Image features
(e.g. 3 x 640 x480) (e.g. 512 x5x6)

For positive anchors, also
predict a transform that
converting the anchor to

the (like R-CNN)
Anchor is

e object?
2x5x6

Conv
Anchor

—

[ transforms

4x5x6

Classify each anchor as
positive (object) or
negative (no object)

RUBUTILY



Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K=6)
Anchor is
object?
2Kx5x6
Conv
Anchor
transforms
A4Kx5x6

Image features
(e.g. 512 x5x6)

ROBOTICS



Region Proposal Network (RPN)

Run backbone CNN to get

features aligned to input image

(e.g.3x 640x480)

Each feature corresponds

to a point in the input

Image features
(e.g. 512 x5 x6)

In practice: Rather than using
one anchor per point, instead
consider K different anchors
with different size and scale
(here K = 6)

Anchor is
object?
2Kx5x6
Conv
Anchor
transforms

4Kx5x6

During training, supervised
positive / negative anchors and
box transforms like R-CNN

RUBUTILY



Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K =6)
Anchor is
- object?
. 2Kx5x6
CNN onv
Anchor
transforms
= 4KX5x6
IMoEe Image features Positive anchors: >= 0.7 loU with
(e.8. 3 x 640 x 480) (e.8. 512 x5 x 6) some GT box (plus highest loU to
each GT)

RUBUIILY



Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K =6)
Anchor is
object?
2Kx5x6
Conv
Anchor
transforms
4K x5x6
Image features Negative anchors: < 0.3 loU with
(e.8.512x5x6) all GT boxes. Don’t supervised

transforms for negative boxes.

RUBUTILY



Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K =6)
Anchor is
object?
2Kx5x6
Conv
Anchor
transforms
4K x5x6

Neutral anchors: between 0.3
(e.8.512x5x6) and 0.7 loU with all GT boxes;
ignored during training

RUBUTILS




Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K =6)
Anchor is
object?
2Kx5x6
Conv
Anchor
transforms
4K x5x6
Image feature At test-time, sort all K*5*6 boxes
(e.8. 512 x5 x 6) by their positive score, take top

300 as our region proposals

RUBUTILY



Faster R-CNN: Learnable Region Proposals

Jointly train four losses:

1.

RPN classification: anchor box is object / not
an object

RPN regression: predict transform from
anchor box to proposal box

Object classification: classify proposals as
background / object class

Object regression: predict transform from
proposal box to object box

...
proposals i ;

Region Proposal Network
e AT
CNN
y /
s =

ROBOTICS



Faster R-CNN: Learnable Region Proposals
R-CNN Test-Time Speed
R-CNN
SPP-Net
Fast R-CNNJJJ| 2.3

Faster R-CNN| 0.2

0 15 30 45

wud 0TIGS



Extend Faster R-CNN to Image Segmentation:
Mask R-CNN

Instance
Segmentation

ROBOTICS



Extend Faster R-CNN to Image Segmentation:
Mask R-CNN

Instance Segmentation

Detect all objects in the image and
identify the pixels that belong to
each object (Only things!)

Approach

Perform object detection then
predict a segmentation mask for
each object detected!

ROBOTICS



Extend Faster R-CNN to Mask R-CNN

Faster R-CNN

1.
2.

3.

Feature Extraction at the image-level

Regions of Interest proposal from
feature map

In Parallel
1. Object classification: classify
proposals

2. Object regression: predict transforn
from proposal box to object box

B ...
proposals i ;
Region Proposal Network
- 4

CNN
y V4

B =2 =

ROBOTICS



Extend Faster R-CNN to Mask R-CNN

Mask R-CNN

Mask Prediction

1. Feature Extraction at the image-level

2. Regions of Interest proposal from '/

featu re map ol pooling

3- In Para"el proposals i ;

a. Object Classification: classify N S

proposals — H

b. Object Regression: predict transform
from proposal box to object box

c. Mask Prediction: predict a binary 4 y 4
mask for every region —

ROBOTICS



Mask R-CNN

Classification Scores: C
Box coordinates (per class):
4*C
4 / /|
// / /
A —
i v /Rol Align| [}/ Conv| [}/ Conv
256x14x14 256x14x14

Predict a mask for
each of C classes:
Cx28x28

He et al., “Mask R-CNN”, ICCV 2017
https://openaccess.thecvf.com/content ICCV._2017/papers/He Mask R-CNN _ICCV._ 2017 paper.pdf ‘ H[]B[]'”[:S



https://openaccess.thecvf.com/content_ICCV_2017/papers/He_Mask_R-CNN_ICCV_2017_paper.pdf

ask R-CNN

ROBOTICS



Mask R-CNN for Human Pose Estimation

Mask R-CNN
1. Feature Extraction at the image-level
2. Regions of Interest proposal from
feature map
3. In Parallel
a. Object Classification: classify
proposals

b. Object Regression: predict transform
from proposal box to object box

c. Mask Prediction: predict a binary
mask for every region

d. Keypoint Prediction: predict binary
mask for human key points

q Keypoint
Rol pooling Prediction
Region Proposal Network
feature map W

ROBOTICS



Mask R-CNN for Human Pose Estimation

Classification Scores: C

)

2.

N

— Box coordinates (per class): 4 * C
Segmentation mask: C x 28 x 28

One mask for each of
the K different keypoints

Left ankle Right ankle

/ = ‘
CNN /

y i / Conv...
+RPN g Rol Align| [

256x14x 14

Ground-truth has one “pixe

Keypoint masks:
Kx56 x56

I"

turned on

per keypoint. Train with softmax loss | H[]B[]“ES



Mask R-CNN for Human Pose Estimation




Detection without Anchors - Transformers

(more details later) MO RPN - Slowto train
+ No Anchors - Worse than Faster R-CNN
+ No NMS for smaller objects
.~~~"~= no object (o) no object ()
B
transformer =
encoder- >
decoder 7 =
=
set of image features set of box predictions bipartite matching loss

Fig.1: DETR directly predicts (in parallel) the final set of detections by combining
a common CNN with a transformer architecture. During training, bipartite matching
uniquely assigns predictions with ground truth boxes. Prediction with no match should
yield a “no object” (@) class prediction.

https://arxiv.org/abs/2005.12872 ‘ H[]B[]“[:S



https://arxiv.org/abs/2005.12872

SAM?2

Under “in_class” folder
*20250218_discussion_image_predictor_example.ipynb”

https://ai.meta.com/sam2/
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Two Stage vs One Stage Detectors

Faster R-CNN is a two-stage object detector

First stage: Run once per image

 Backbone Network

* Region Proposal Network

Second stage: Run once per region
» Crop features: Rol pool / align

* Predict Object Class
* Prediction bbox offset

Rol pocling
proposals j ;

Region Proposal Network

feature map H

CNN

) y 4

o L 77

ROBOTICS



Two Stage vs One Stage Detectors

Faster R-CNN, Ren 2015
73% mAP / 7 fps <

«

6.6x faster

Fast R-CNN, Girshick 2015
70% mMAP /0.4 fps
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A R-CNN, Girshick 2014 YOLO, Redmon 2016
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https://pjreddie.com/yolo/
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Each cell predicts B boxes(x,y,w,h) and
confidences of each box: P(Object)

ROBOTICS



.-"".I',_n"
oy ‘\1

g &

4 f R.. ?

Each cell predicts boxes and
confidences

.m‘!ﬂimu’ Nl LY

3 et Vg
- . ., w““- 1@*‘} s ’a

ot n*_,ﬂ&ﬁﬁ!'yﬁ o
=] | i A O i — _
iRE =SSl

-"*ﬁl lIlIllﬂH =
10 T

UBUTIL



YOLO Each cell also predicts a class probability
Conditioned on object: P(Class | Object)

Bicycle
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YOLO Combine boxes and class probabilities
P(class|Object) * P(Object) Apply NMS

=P(class)
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YOLO

Each cell predicts:

- For each bounding box:

4 coordinates (x, y, w, h)
1 confidence value

- Some number of class
probabilities

S*S*(B*5+C)tensor

l

7

A,

bk 4 %

% 2 T L R % 7
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% R %o %.
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YOLO Variants

hitps://arxiv.org/abs/1506.02640 (original YOLO paper, 2015)
hitps://arxiv.org/abs/2304.00501 (from YOLOv1 to YOLOv8 and YOLO-NAS, 2023)
https://arxiv.org/abs/2402.13616 (YOLOVS, Feb. 2024)
https://arxiv.org/abs/2405.14458 (YOLOv10, May 2024)
https://arxiv.org/abs/2410.17725 (YOLOv11, Oct. 2024)
https://www.arxiv.org/abs/2502.12524 (YOLOv12, Feb.18, 2025)
https://github.com/sunsmarterjie/yolov12 (YOLOv12 pytorch Attention-centric YOLO)

heatmap
comparison

Area attention (Ours)

= | ROBOTICS

YOLOV10 YOLOVIL  YOLOvI2



https://arxiv.org/abs/1506.02640
https://arxiv.org/abs/2304.00501
https://arxiv.org/abs/2402.13616
https://arxiv.org/abs/2405.14458
https://arxiv.org/abs/2410.17725
https://www.arxiv.org/abs/2502.12524
https://github.com/sunsmarterjie/yolov12

3D Shape Prediction: Mesh R-CNN

Mask R-CNN: Mesh R-CNN:
2D Image -> 2D shapes 2D image -> 3D triangle meshes

T : Input Image 2D Recognition

I 4

3D Meshes 3D Voxels

Figure 1. Mesh R-CNN takes an input image, predicts object
instances in that image and infers their 3D shape. To capture di-
versity in geometries and topologies, it first predicts coarse voxels
https://arxiv.org/abs/1906.02739 which are refined for accurate mesh predictions. [:S



https://arxiv.org/abs/1906.02739

3D Shape Prediction: Mesh R-CNN

Input: Single RGB image

Output:
~ A set of detected objects
For each object:
Bounding box
Category label
Instance segmentation
3D triangle mesh

Mask R-CNN <

X

Attach a customized head that operates on each Rol coming out
of Mask R-CNN NUDUTILY




3D Shape Prediction: Mesh R-CNN

Cubified Mesh

Box/Mask Branch | box, class, 2D mask

A4

-/r?\"' PN

——_ ‘\/_‘

A

Voxel Branch ‘ ‘

A4

A 4

Vert Align Graph conv Refine

RolAlign

Refine

Vert Align Graph conv
/

N

Mesh Refinement Branch Final Mesh

Figure 3. System overview of Mesh R-CNN. We augment Mask R-CNN with 3D shape inference. The voxel branch predicts a coarse
shape for each detected object which is further deformed with a sequence of refinement stages in the mesh refinement branch.
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3D Shape Prediction: Mesh R-CNN

bookcase
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https://proceedings.neurips.cc/paper_files/paper/2024/file/29c8c615b3187ee995029284702d3f43-Paper-Conference.pdf

Summary

“R-CNN Family”

1. Input images 2. Extract region
proposals (~2k)

Region proposals

e P3released, Due March 9, 2025
Start NOwW!!!
e Also, Canvas Quizzes

Bbox Bbox Bbox ROI Pool
Class Class Class ROI A|| N RPNS
t t 1 S

F

" Instance Segmentation

ConvNet
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