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Today
• Feedback and Recap (5min)
• Training NNs

– Learning Rate scheduling
– Choosing Hyperparameters
– Model Ensembles, Transfer Learning

• Summary and Takeaways (5min)



Recap





Learning Rate Scheduling

 



SGD, SGD+Momentum, Adagrad, RMSProp, Adam
all have learning rate as hyper parameter

Q: Which one of these 
learning rates is best to 
use?



Learning Rate Decay: Step



Learning Rate Decay: Cosine

Loshchilov and Hutter, “SGDR: Stochastic Gradient Descent with Warm Restarts”, ICLR 2017 
Radford et al, “Improving Language Understanding by Generative Pre-Training”, 2018 
Feichtenhofer et al, “SlowFast Networks for Video Recognition”, ICCV 2019 
Radosavovic et al, “On Network Design Spaces for Visual Recognition”, ICCV 2019 
Child at al, “Generating Long Sequences with Sparse Transformers”, arXiv 2019 



Learning Rate Decay: Linear

Devlin et al, “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding”, NAACL 2018 
Liu et al, “RoBERTa: A Robustly Optimized BERT Pretraining Approach”, 2019Yang et al, “XLNet: Generalized Autoregressive 
Pretraining for Language Understanding”, NeurIPS 2019 



Learning Rate Decay: Inverse Sqrt

Vaswani et al, “Attention is all you need”, NIPS 2017 



Learning Rate Decay: Constant

Brock et al, “Large Scale GAN Training for High Fidelity Natural Image Synthesis”, ICLR 2019 
Donahue and Simonyan, “Large Scale Adversarial Representation Learning”, NeurIPS 2019 



How long to train? Early Stopping



Choosing Hyperparameters

 



Choosing Hyperparameters: Grid Search



Choosing Hyperparameters: Random Search



Hyperparameters: Random vs Grid Search

Bergstra and Bengio, 
“Random Search for 
Hyper-Parameter 
Optimization”, JMLR 2012 



Choosing Hyperparameters: Random Search

Radosavovic et al, “On Network Design Spaces for Visual Recognition”, ICCV 2019 



Choosing Hyperparameters

 (without tons of GPUs)



Choosing Hyperparameters



Choosing Hyperparameters



Choosing Hyperparameters



Choosing Hyperparameters



Choosing Hyperparameters



Choosing Hyperparameters - Summary

Step 1: Check initial loss
Step 2: Overfit a small sample
Step 3: Find LR that makes loss go down
Step 4: Coarse grid, train for ~1-5 epochs
Step 5: Refine grid, train longer
Step 6: Look at learning curves



Looking at Learning Curves



Choosing Hyperparameters



Choosing Hyperparameters



Choosing Hyperparameters



Choosing Hyperparameters



Choosing Hyperparameters



Choosing Hyperparameters



Choosing Hyperparameters

Step 1: Check initial loss
Step 2: Overfit a small sample
Step 3: Find LR that makes loss go down
Step 4: Coarse grid, train for ~1-5 epochs
Step 5: Refine grid, train longer
Step 6: Look at learning curves loss curves
Step 7: GOTO step 5



Hyperparameters to play with
● Network architecture
● Learning rate, its decay schedule, update type
● Regularization (L2/ Dropout strength)

This image by Paolo Guereta is licensed under CC-BY 2.0

https://commons.wikimedia.org/wiki/File:Pioneer_DJ_equipment_-_angled_left_-_Expomusic_2014.jpg
https://creativecommons.org/licenses/by/3.0/us/


Cross-validation “command center”

● Tensorboard
● wandb.ai

https://docs.wandb.ai/tutorials/
pytorch/ 

https://docs.wandb.ai/tutorials/pytorch/
https://docs.wandb.ai/tutorials/pytorch/


Track ratio of weight update / weight magnitude





Model Ensembles



Model Ensembles: Tips and Tricks



Model Ensembles: Tips and Tricks

Polyak and Juditsky, “Acceleration of stochastic approximation by averaging”, SIAM Journal on Control and Optimization, 1992. 
Karras et al, “Progressive Growing of GANs for Improved Quality, Stability, and Variation”, ICLR 2018Brock et al, “Large Scale GAN Training for High Fidelity Natural Image Synthesis”, 
ICLR 201 



Transfer Learning:
Generalizing to New Tasks

 



Transfer Learning with CNNs

Donahue et al, “DeCAF: A Deep Convolutional Activation Feature for Generic 
Visual Recognition”, ICML 2014 
https://arxiv.org/abs/1310.1531 

https://arxiv.org/abs/1310.1531


Transfer Learning with CNNs



Transfer Learning: Feature Extraction



Transfer Learning: Feature Extraction



Transfer Learning: Feature Extraction



Transfer Learning: Feature Extraction

Razavian et al, “CNN Features Off-the-Shelf: An Astounding Baseline for Recognition”, CVPR Workshops 2014
https://openaccess.thecvf.com/content_cvpr_workshops_2014/W15/papers/Razavian_CNN_Features_Off-the-Shelf_2014_CVPR_paper.pdf 

https://openaccess.thecvf.com/content_cvpr_workshops_2014/W15/papers/Razavian_CNN_Features_Off-the-Shelf_2014_CVPR_paper.pdf


Transfer Learning: Fine Tuning



Transfer Learning: Fine Tuning



Transfer Learning: Fine Tuning



Transfer Learning: Fine Tuning



Transfer Learning: Fine Tuning



Transfer Learning: Architecture Matters!



Transfer Learning: Architecture Matters!

Ross Girshick, “The Generalized R-CNN Framework for Object Detection”, ICCV 2017 Tutorial on Instance-Level Visual Recognition
https://instancetutorial.github.io/ 

https://instancetutorial.github.io/


Transfer Learning with CNNs



Transfer Learning with CNNs



Transfer Learning with CNNs



Transfer Learning with CNNs



Transfer Learning with CNNs



Transfer Learning - “the norm”, not the exception



Transfer Learning - “the norm”, not the exception



Transfer Learning - “the norm”, not the exception



Transfer Learning - “the norm”, not the exception



Transfer Learning: Helps you converge faster!

He et al, ”Rethinking ImageNet Pre-Training”, ICCV 2019
https://openaccess.thecvf.com/content_ICCV_2019/papers/He_Rethinking_ImageNet_Pre-Training_ICCV_2019_
paper.pdf 

https://openaccess.thecvf.com/content_ICCV_2019/papers/He_Rethinking_ImageNet_Pre-Training_ICCV_2019_paper.pdf
https://openaccess.thecvf.com/content_ICCV_2019/papers/He_Rethinking_ImageNet_Pre-Training_ICCV_2019_paper.pdf


Transfer Learning: Helps you converge faster!



Summary


