ROB 498/599: Deep Learning for Robot
Perception (DeepRob)

Lecture 10: Training Neural Networks - Part 2
02/12/2025

https://deeprob.org/w25/
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Today

* Feedback and Recap (5min)
* Training NNs
- Learning Rate scheduling

- Choosing Hyperparameters
- Model Ensembles, Transfer Learning

« Summary and Takeaways (5min)
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Recap

1. One time setup: Last time

 Activation functions, data preprocessing, weight
Initialization, regularization

2. Training dynamics: Today

e Learning rate schedules; large-batch training;
hyperparameter optimization

3. After training:
 Model ensembles, transfer learning
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1. One time setup:
 Activation functions, data preprocessing, weight
initialization, regularization
. Training dynamics:

e Learning rate schedules; large-batch training;
hyperparameter optimization

3. After training:
 Model ensembles, transfer learning
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Learning Rate Scheduling



SGD, SGD+Momentum, Adagrad, RMSProp, Adam
all have learning rate as hyper parameter

loss

low learning rate
high learning rate

good learning rate

Q: Which one of these
learning rates is best to
use?
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Learning Rate Decay: Step

Training Loss

357 Reduce learning rate

0 20 40 60 80 100

Step: Reduce learning rate at a few fixed
points. E.g. for ResNets, multiply LR by 0.1
after epochs 30, 60, and 90.
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Learning Rate Decay: Cosine

" Training Loss

0.8 1

0.6 1

Loss
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0.0
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Epoch

Loshchilov and Hutter, “SGDR: Stochastic Gradient Descent with Warm Restarts”, ICLR 2017
Radford et al, “Improving Language Understanding by Generative Pre-Training”, 2018
Feichtenhofer et al, “SlowFast Networks for Video Recognition”, ICCV 2019

Radosavovic et al, “On Network Design Spaces for Visual Recognition”, ICCV 2019

Child at al, “Generating Long Sequences with Sparse Transformers”, arXiv 2019

Step: Reduce learning rate at a few fixed
points. E.g. for ResNets, multiply LR by 0.1
after epochs 30, 60, and 90.

_ 1 17/4
Cosine: a, = an(l + COS(7))

Learning Rate
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10 A1

0.8 1
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0.4 1
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Learning Rate Decay: Linear

Learning rate Step: Reduce learning rate at a few fixed
points. E.g. for ResNets, multiply LR by 0.1
after epochs 30, 60, and 90.

_ 1 1%/4
Cosine: a, = an(l + COS(F))

t
Linear: a, = a,(1 — —
t 0( T)

0 20 20 60 80 100
Epoch

Devlin et al, “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding”, NAACL 2018
Liu et al, “RoBERTa: A Robustly Optimized BERT Pretraining Approach”, 2019Yang et al, “XLNet: Generalized Autoregressive
Pretraining for Language Understanding”, NeurlPS 2019
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Learning Rate Decay: Inverse Sqrt

Learning rate

40 60 80 100
Epoch

Vaswani et al, “Attention is all you need”, NIPS 2017

Step: Reduce learning rate at a few fixed
points. E.g. for ResNets, multiply LR by 0.1
after epochs 30, 60, and 90.

Cosine: o, = l050(1 + Cos(t—ﬂ))
2 T
_ 4
Linear: a, = q(1 — 7)

Inverse sqrt: o, = o/ \/;
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Learning Rate Decay: Constant

Learning Rate Step: Reduce learning rate at a few fixed
- points. E.g. for ResNets, multiply LR by 0.1
after epochs 30, 60, and 90.

102 -

_ 1 ir
100 - Cosine: o, = —a(1 + cos(—))

2 T
0.98 - t_
- Linear: o, = a(1 — ?)
0 2 0 60 @ 100 Inverse sqrt: a, = ay/\/t

Epoch
Constant: o, = o)

Brock et al, “Large Scale GAN Training for High Fidelity Natural Image Synthesis”, ICLR 2019
Donahue and Simonyan, “Large Scale Adversarial Representation Learning”, NeurlPS 2019 ‘ H[]B[]'” ES



How long to train? Early Stopping

Train

Loss Accuracy

|

Stop training here

Iteration Ilteration

Stop training the model when accuracy on the validation set decreases Or
train for a long time, but always keep track of the model snapshot that
worked best on val. Always a good idea to do this! ‘ H[]B[]“ES



Choosing Hyperparameters



Choosing Hyperparameters: Grid Search

Choose several values for each hyper parameter
(Often space choices log-linearly)

Example:
Weight decay: [1x10-4, 1x10-3, 1x10-2, 1x10-1]
Learning rate: [1x10-4, 1x10-3, 1x10-2, 1x10-1]

Evaluate all possible choices on this hyperparameter grid
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Choosing Hyperparameters: Random Search

Choose several values for each hyper parameter
(Often space choices log-linearly)

Example:
Weight decay: log-uniform on [1x10-4, 1x10-1]
Learning rate: log-uniform on [1x10-4, 1x10-1]

Run many different trials
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Hyperparameters: Random vs Grid Search

Grid Layout

Unimportant

Important
Parameter

Parameter

Random Layout

%@ﬂ%@@

Unimportant

Important
Parameter

Bergstra and Bengio,
“Random Search for
Hyper-Parame ter
Optimization”, JMLR 2012

Parameter
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Choosing Hyperparameters: Random Search

|
N

weight decay (log10)

7 ResNe

learning rate (log10) learning rate (log10) learning rate (log10)

Radosavovic et al, “On Network Design Spaces for Visual Recognition”, ICCV 2019
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Choosing Hyperparameters

(without tons of GPUS)



Choosing Hyperparameters

Step 1: Check initial loss

Turn off weight decay, sanity check loss at initialization
e.g. log(C) for softmax with C classes

ROBOTICS



Choosing Hyperparameters

Step 1: Check initial loss
Step 2: Overfit a small sample

Try to train to 100% training accuracy on a small sample of training data

(~5-10 mini batches); fiddle with architecture, learning rate, weight initialization.
Turn off regularization.

Loss not going down? LR too low, bad initialization
Loss explodes to Inf or NaN? LR too high, bad initialization

ROBOTICS



Choosing Hyperparameters

Step 1: Check initial loss
Step 2: Overfit a small sample
Step 3: Find LR that makes loss go down

Use the architecture from the previous step, use all training data, turn on small
weight decay, find a learning rate that makes the loss drop significantly within ~100
iterations

Good learning rates to try: 1e-1, 1e-2, 1e-3, 1e-4
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Choosing Hyperparameters

Step 1: Check initial loss

Step 2: Overfit a small sample

Step 3: Find LR that makes loss go down
Step 4: Coarse grid, train for ~1-5 epochs

Choose a few values of learning rate and weight decay around what worked from
Step 3, train a few models for ~1-5 epochs

Good learning rates to try: 1e-4, 1e-5, 0

ROBOTICS



Choosing Hyperparameters

Step 1: Check initial loss

Step 2: Overfit a small sample

Step 3: Find LR that makes loss go down
Step 4: Coarse grid, train for ~1-5 epochs
Step 5: Refine grid, train longer

Pick best models from Step 4, train them for longer (~10-20 epochs) without
learning rate decay

ROBOTICS



Choosing Hyperparameters - Summary

Step 1: Check initial loss

Step 2: Overfit a small sample

Step 3: Find LR that makes loss go down
Step 4: Coarse grid, train for ~1-5 epochs
Step 5: Refine grid, train longer

Step 6: Look at learning curves

ROBOTICS



Looking at Learning Curves

0.10
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Training loss
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Losses may be noisy, use a

scatter plot and also plot moving

average to see trends better
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Choosing Hyperparameters

Loss
Bad initialization a prime suspect

/

S ROBOTICS



Choosing Hyperparameters

Loss

Loss plateaus: Try learning
rate decay

time ROBOTICS



Choosing Hyperparameters

Loss

Learning rate step decay Loss was still going down when
learning rate dropped, you
decayed too early!

Hme JBOTICS



Choosing Hyperparameters

Accuracy still going up, you

Accuracy
need to train longer

Train

time

ROBOTICS



Choosing Hyperparameters

Accuracy

Huge train / val gap means

overfitting! Increase regularization,

get more data

i

Train

time

ROBOTICS



Choosing Hyperparameters

Accuracy

No or small gap between train / val
means underfitting: train longer, use
a bigger model, maybe higher LR

—

Train

time

ROBOTICS



Choosing Hyperparameters

Step 1: Check initial loss

Step 2: Overfit a small sample

Step 3: Find LR that makes loss go down
Step 4. Coarse grid, train for ~1-5 epochs
Step 5: Refine grid, train longer

Step 6: Look at learnirg-eurves loss curves
Step 7: GOTO step 5

ROBOTICS



Hyperparameters to play with

e Network architecture
e Learning rate, its decay schedule, update type
e Regularization (L2/ Dropout strength)

Neural networks practitioner
Music = loss function

This image by Paolo Guereta is licensed under CC-BY 2.0


https://commons.wikimedia.org/wiki/File:Pioneer_DJ_equipment_-_angled_left_-_Expomusic_2014.jpg
https://creativecommons.org/licenses/by/3.0/us/

Cross-validation “command center”

e Tensorboard
L THRE | L e wandb.ai

https://docs.wandb.ai/tutorials/
pytorch/
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https://docs.wandb.ai/tutorials/pytorch/
https://docs.wandb.ai/tutorials/pytorch/

Track ratio of weight update / weight magnitude

# assume parameter vector W and its gradient vector dW
param scale = np.linalg.norm(W.ravel())

update = -learning rate*dwW # simple SGD update

update scale = np.linalg.norm(update.ravel())

W += update # the actual update

print update scale / param scale # want ~le-3

Ratio between the updates and values: ~0.0002 / 0.02 = 0.01 (about okay)
want this to be somewhere around 0.001 or so

ROBOTICS



1. One time setup:

 Activation functions, data preprocessing, weight
Initialization, regularization
2. Training dynamics:
. Learmng rate schedules; hyperparameter optimization
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Model Ensembles

1. Train multiple independent models
2. At test time average their results:

(Take average of predicted probability distributions, then choose
argmax)

Enjoy 2% extra performance

ROBOTICS



Model Ensembles: Tips and Tricks

Instead of training independent models, use multiple
snapshots of a single model during training!

Cifar10 (L=100,k=24, B=300 epochs)

10!

0s Single Model N °7 Snapshot Ensemble f?\ —— Standard Ir scheduling

v4. Standard LR Schedule [/} 04 Cyclic LR Schedule ‘ S o e S

03 03 a\ 10° | | | | |

02 02 | | | | |
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10
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Loshchilov and Hutter, “SGDR: Stochastic gradient descent with restarts”, arXiv 2016 Epochs
Huang et al, “Snapshot ensembles: train 1, get M for free”, ICLR 2017
Figures copyright Yixuan Li and Geoff Pleiss, 2017. Reproduced with permission. 0 0
g e P P Cyclic learning rate schedules can

make this work even better!
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Model Ensembles: Tips and Tricks

Instead of using actual parameter vector, keep a moving

average of the parameter vector and use that at test time
(Polyak averaging)

True:

data_batch = dataset.sample data batch()
loss = network.forward(data batch)

dx = network.backward()
X += - learning rate * dx
X test = 0.995*x test + 0.005*x

Polyak and Juditsky, “Acceleration of stochastic approximation by averaging”, SIAM Journal on Control and Optimization, 1992.
Karras et al, “Progressive Growing of GANs for Improved Quality, Stability, and Variation”, ICLR 2018Brock et al, “Large Scale GAN Training for High Fidelity Natural Imareﬁnﬁeﬂs“.
ICLR 201 | ES



Transfer Learning:

Generalizing to New Tasks



Transfer Learning with CNNs

1. Train on ImageNet

MaxPool
Conv-512
Conv-512

MaxPool
Conv-512
Conv-512

MaxPool
Conv-256
Conv-256

MaxPool
Conv-128
Conv-128

MaxPool
Conv-64

S Donahue et al, “DeCAF: A Deep Convolutional Activation Feature for Generic
onv-

Visual Recognition”, ICML 2014

Image https://arxiv.org/abs/1310.1531 ‘ H[]B[].”ES



https://arxiv.org/abs/1310.1531

Transfer Learning with CNNs

1. Train on ImageNet 2. UseCNN as a
feature extractor

FC-4096 FC-4096 \ R

e " Fcaose | emove
MaxPool MaxPool Ia St Iaye r
Conv-512 Conv-512

Conv-512 Conv-512

MaxPool MaxPool

Conv-512 Conv-512

Conv-512 Conv-512

MaxPool MaxPool > F re e 7 e
Conv-256 Conv-256

Conv-256 Conv-256 t h e S e
MaxPool MaxPool

Conv-128 Conv-128

Conv-128 Conv-128

MaxPool MaxPool

Conv-64 Conv-64

Conv-64 Conv-64 j

e 'ROBOTICS



Transfer Learning: Feature Extraction

1. Train on ImageNet

FC-4096
FC-4096

MaxPool
Conv-512
Conv-512

MaxPool
Conv-512
Conv-512

MaxPool
Conv-256
Conv-256

MaxPool
Conv-128
Conv-128

MaxPool
Conv-64
Conv-64

2. Use CNN as a
feature extractor

FC-4096
FC-4096

MaxPool
Conv-512
Conv-512

MaxPool
Conv-512
Conv-512

MaxPool
Conv-256
Conv-256

MaxPool
Conv-128
Conv-128

MaxPool
Conv-64
Conv-64

Image

\

Remove
last layer

> Freeze
these

J

Mean Accuracy per Category

08¢

0.6

045

0.2

Classification on Caltech-101

i

—+— LogReg DeCAF6 w/ Dropout
SVM DeCAF6 w/ Dropout ||
—+— Yang et al. (2009)

10 15 20 25 30 35
Num Train per Category
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Transfer Learning: Feature Extraction

2. Use CNN as a
feature extractor

1. Train on ImageNet

N

Bird Classification on Caltech-UCSD

\

Remove

last layer 70

65

60 56.78 2875
[ comvsiz | 55 50.98

| wapool | Freeze =0

Lo ) " comvass | 45

" comv2s6 | these

40

DPD (Zhang et POOF (Berg & AlexNet FC6 +
al,2013)  Belhumeur, logistic
[ Maxpool | 2013) regression

Image

Image
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Transfer Learning: Feature Extraction

1. Train on ImageNet 2. Use CNN as a
feature extractor

FC-4096
e A Remove

Bird Classification on Caltech-UCSD
MaxPool last layer 70 64.96

65
MaxPool 60 56.78 58.75
5 50.98
Maxpool > Freeze >0 .
these 45 -
40

MaxPool
DPD (Zhang et POOF (Berg & AlexNet FC6 + AlexNet FC6 +
al, 2013) Belhumeur, logistic DPD
2013) regression

MaxPool

MaxPool

(9,

MaxPool

MaxPool

MaxPool MaxPool

L
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Transfer Learning: Feature Extraction

1. Train on ImageNet

2.UseCNN as a
feature extractor

Image Classification

95

89.5 gg O -4

90 86.8

85 80.7

80 792

- 73.9 74.7 73

e 69 69.970-8

i 64

65 61.8

60 38.4 56.8

55 . .53-3

58

Objects Scenes Birds Flowers  Human Object

_— _-lﬁm- Attriburtes Attributes

o mage
W Prior State of the art m CNN + SVM m CNN + Augmentation + SVM

Razavian et al, “CNN Features Off-the-Shelf: An Astounding Baseline for Recognition”, CVPR Workshops 2014 ‘ H[]B[].” ES

https://openaccess.thecvf.com/content_cvpr_workshops_2014/W15/papers/Razavian_CNN_Features_Off-the-Shelf 2014 _CVPR_paper.pdf



https://openaccess.thecvf.com/content_cvpr_workshops_2014/W15/papers/Razavian_CNN_Features_Off-the-Shelf_2014_CVPR_paper.pdf

Transfer Learning: Fine Tuning

1. Train on ImageNet

[ Fc1000 |
| Fca096 |
[ Fc-a096 |

MaxPool
Conv-512
Conv-512

MaxPool
Conv-512
Conv-512

MaxPool
Conv-256
Conv-256

MaxPool
Conv-128
Conv-128

MaxPool
Conv-64
Conv-64
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Transfer Learning: Fine Tuning

1. Train on ImageNet

Add randomly _’r NewFClavar
EEAS initialized final FC

— s
— ayer 1or new tas P
Conv-512 Conv-512
Conv-512 Conv-512
MaxPool MaxPool
Conv-512 Conv-512
Conv-512 Conv-512
MaxPool Initialize from _< MaxPool
Conv-256 | ma ge N et m Od e I Conv-256
Conv-256 Conv-256
MaxPool MaxPool
Conv-128 Conv-128
Conv-128 Conv-128
MaxPool MaxPool
Conv-64 Conv-64
Conv-64 Conv-64

3
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Transfer Learning: Fine Tuning

1. Train on ImageNet

Add randomly _’( b

initialized final FC ? Continue training
[ Foass ] layer for new task > entire model for
new task
Initialize from

ImageNet model

Comeizs  Convizs

| Conve4 | | Conv64 |

- J
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Transfer Learning: Fine Tuning

1. Train on ImageNet

Add randomly = [ NewFCtayer

initialized final FC i | Continue training

_T layer for new task — > entire model for
Conv-512 Conv-512
Conv-512 Conv-512
MaxPool MaxPool
Conv-512 Conv-512
Conv512 e conw 2 Some tricks:
MaxPool Initialize from MaxPool ) ) . )
—— iEEENEE mgdsl iy * Train with feature extraction first
Conv-256 Conv2sg before finetuning
e — * Lower the learning rate: use ~1/10 of
Conv-128 Conv-128 . . .
conv-128 Conv-128 LR used in original training
— oo » Sometimes freeze lower layers to
Conv-64 Conv-64 save computation

- ,
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Transfer Learning: Fine Tuning

1. Train on ImageNet

FC-4096
FC-4096

MaxPool
Conv-512
Conv-512

MaxPool
Conv-512
Conv-512

MaxPool
Conv-256
Conv-256

MaxPool
Conv-128
Conv-128

MaxPool
Conv-64
Conv-64

Add randomly =
(

initialized final FC
layer for new task

Initialize from
ImageNet model

<

-

New FC Layer

FC-4096
FC-4096

MaxPool
Conv-512
Conv-512

MaxPool
Conv-512
Conv-512

MaxPool
Conv-256
Conv-256

MaxPool
Conv-128
Conv-128

MaxPool
Conv-64
Conv-64

Image

Compared with feature extraction,
fine-tuning:

* Requires more data

* |s computationally expensive

» Can give higher accuracies
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Error Rate

Transfer Learning: Architecture Matters!

ImageNet Classification Challenge

30 28.2 152 152 152

layers layers || layers

25
Improvements in CNN
16.4 architecture leads to
117 19 22 0 -
: layers .ayers improvements in many down
' stream tasks thanks to transfer
2.3 learning!

i 171 | TS

2010 2011 2012 2013 2014 2014 2015 2016 2017

Sanchez .& Krizhevsky etal ~ Zeiler &  Simonyan&  Szegedyetal  Heetal Shio.eial Huetal
Perronnin (AlexNet) Fergus Zisserman (VGG) (GoogleNet)  (ResNet) (SENet)
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Transfer Learning: Architecture Matters!

Object Detection on COCO

46
36 39
29
15 19
. 1B
]

DPM Faster R-CNN  Faster R-CNN Faster R-CNN FPN Mask R-CNN FPN
(Pre DL) (AlexNet) (VGG-16) (VGG-16) (ResNet-50)  (ResNet-101)  (ResNeXt-152)

Ross Girshick, “The Generalized R-CNN Framework for Object Detection”, ICCV 2017 Tutorial on Instance-Level Visual Recognition

https://instancetutorial.github.io/ ‘ H [] B []Tl ES
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Transfer Learning with CNNs

N

More specific

More generic

~
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Transfer Learning with CNNs

AN

More specific

Use Linear Classifier on
) top layer
More generic

~
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Transfer Learning with CNNs

i

AN

More specific

§
g

Use Linear Classifier on
) top layer
More generic

~

Finetune a few layers
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Transfer Learning with CNNs

MaxPool

MaxPool

SRR

More specific

More generic

~

Use Linear Classifier on

top layer

Finetune a few layers

Finetune a larger
number of layers




Transfer Learning with CNNs

i

g
g

MaxPool

=583
g g

:

More specific

More generic

~

Use Linear Classifier on
top layer

You’re in trouble...
Try linear classifier from
different stages

Finetune a few layers

Finetune a larger
number of layers

- [ROBOTICS



Transfer Learning -

[t omoon 5]

Propp;al ea Bounding box

classifier ftmax EI
regressors

External proposal
algorithm
e.g. selective search

ConvNet
(applied to entire

Girshick, “Fast R-CNN”, ICCV 2015
Figure copyright Ross Girshick, 2015. Reproduced with permission

“the norm”, not the exception

“straw” “hat” END

START “straw” “hat”

Karpathy and Fei-Fei, “Deep Visual-Semantic Alignments
for Generating Image Descriptions”, CVPR 2015
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Transfer Learning - “the norm”, not the exception

O CNN pretrained on
7 1 ImageNet
Proposal | Linear +

classifi Bounding b
ssitie -0ftmax g DOX
egressors

» 1N

o o & Rol pooling
External proposal _ﬁ 7'
algorithm ﬁ"

e.g. selective search

ConvNet
(applied to entire

START “straw” “hat”
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Transfer Learning - “the norm”, not the exception

er o CNN pretrained on
7 Z VI ImageNet

Bounding box
reguressors “straw” “hat” END

Proposal
classifier

9 1

y 4 - & Rol pooling
External proposal —ﬁy ;V
algorithm ?

e.g. selective search

ConvNet
(applied to entire

START “straw” “hat”

Word vectors pretrained with word2vec
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Transfer Learning - “the norm”, not the exception

Unified Vision-Language Pre-training ::;ﬁffe b‘::;c;i;:a'
B Y- Y 1. Train CNN on ImageNet
: 2. Fine-Tune (1) for object detection
, WHEH - HUEEE - EEw on Visual Genome
| o L 3. Train BERT language model on lots
| T of text
| mageCaptioning  VisuslQuestionAnswering 4. Combine (2) and (3), train for joint
| Agiwithan pside-dow umbrel. image / language modeling
L» Unified Encoder-Decoder Unified Encoder-Decoder 5- Fine—tune (5) for image

captioning, visual question

w H 08 & answering, etc.

'l

Q: Is the umbrella upside down?

S e
.
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Transfer Learning: Helps you converge faster!

COCO object detection

|/~-J\
If you have enough data and train for
much longer, random initialization can
}Yp'ca' ‘ sometimes do as well as transfer learning
ine-tuning
schedule
—random init
w/ pre-train
1 2 3 4 5

He et al, "Rethinking ImageNet Pre-Training”, ICCV 2019
https://openaccess.thecvf.com/content ICCV_2019/papers/He_Rethinking_ImageNet_Pre-Training_ICCV_2019 ‘ H[]B[]'”ES

paper.pdf



https://openaccess.thecvf.com/content_ICCV_2019/papers/He_Rethinking_ImageNet_Pre-Training_ICCV_2019_paper.pdf
https://openaccess.thecvf.com/content_ICCV_2019/papers/He_Rethinking_ImageNet_Pre-Training_ICCV_2019_paper.pdf

Transfer Learning: Helps you converge faster!

Pretraining for Robotics (RT4

—\
Workshop at the 2023 International Conference on Robotics and Aui@ '
London, May 29 2023, full-day workshop

/

\\‘

Very active area of research!
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Summary

1. One time setup: Today

 Activation functions, data preprocessing, weight
Initialization, regularization

2. Training dynamics: Next time

* Learning rate schedules; large-batch training;
hyperparameter optimization

3. After training:
 Model ensembles, transfer learning
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