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Today
• Feedback and Recap (5min)
• Training NNs 

– Activation Functions (20min)
– Data Pre-Processing (20min)
– Weight Initialization (10min)
– Dropout (10min)

• Summary and Takeaways (5min)
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Recap: Components of Convolutional Networks
P2 Due Feb.16, 2025



Overview



Activation Functions



Activation Functions



Activation Functions: Sigmoid



Activation Functions: Sigmoid

3 problems:

1. Saturated neurons “kill” the gradients
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Activation Functions: Sigmoid

Q:



Activation Functions: Sigmoid

3 problems:

1. Saturated neurons “kill” the gradients
2. Sigmoid outputs are not zero-centered



Activation Functions: Sigmoid



Activation Functions: Sigmoid



Activation Functions: Sigmoid



Activation Functions: Sigmoid



Activation Functions: Sigmoid

Also momentum



Activation Functions: Sigmoid

3 problems:
1. Saturated neurons “kill” the gradients
2. Sigmoid outputs are not zero-centered
3. exp() is a bit compute expensive

Worst 
problem 
in 
practice



Activation Functions: tanh



Activation Functions: ReLU



Activation Functions: ReLU



Activation Functions: ReLU

Q:

https://ahaslides.com/MG2EU 

https://ahaslides.com/MG2EU


“Dead ReLU Problem”





Activation Functions: Leaky ReLU

Maas et al, “Rectifier Nonlinearities Improve Neural Network Acoustic Models”, 
ICML 2013
https://ai.stanford.edu/~amaas/papers/relu_hybrid_icml2013_final.pdf  

He et al, “Delving Deep into Rectifiers: Surpassing Human- Level Performance on 
ImageNet Classification”, ICCV 2015
https://arxiv.org/abs/1502.01852 

https://ai.stanford.edu/~amaas/papers/relu_hybrid_icml2013_final.pdf
https://arxiv.org/abs/1502.01852


Activation Functions: Exponential Linear Unit (ELU)

- Computation requires exp()



Activation Functions: 
Scale Exponential Linear Unit  (SELU)

Klambauer et al, Self-Normalizing Neural Networks, ICLR 2017 
https://arxiv.org/abs/1706.02515 

- Derivation takes 90+ pages of math in 
appendix…

https://arxiv.org/abs/1706.02515


Activation Functions: Gaussian Error Linear Unit 
(GELU)

Hendrycks and Gimpel, Gaussian Error Linear Units (GELUs), 2016 
https://arxiv.org/abs/1606.08415 

SwiGLU
https://arxiv.org/pdf/2002.05202 

https://arxiv.org/abs/1606.08415
https://arxiv.org/pdf/2002.05202


Activation Functions: SwiGLU

Swish

https://arxiv.org/pdf/2002.05202 

SwiGLU:
Swish + GLU

https://arxiv.org/pdf/2002.05202


Activation Functions: Leaky ReLU

Ramachandran et al, “Searching for activation functions”, ICLR Workshop 2018
https://arxiv.org/abs/1710.05941  

https://arxiv.org/abs/1710.05941


Activation Functions: Summary

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021 
Liu et al, “A ConvNet for the 2020s”, arXiv 2022



Data Preprocessing

 



Data Preprocessing



Data Preprocessing



Data Preprocessing



Data Preprocessing for Images



Data Augmentation



Data Augmentation



Data Augmentation: Horizontal Flips



Data Augmentation: Random Crops and Scales 



Data Augmentation: Color Jitter 



Data Augmentation: RandAugment 

Cubuk et al, “RandAugment: Practical augmented data augmentation with a reduced search space”, NeurIPS 2020 
https://arxiv.org/abs/1909.13719 

https://arxiv.org/abs/1909.13719


Data Augmentation: RandAugment 



Data Augmentation: Get creative! 

Data augmentation encodes invariances in your model

Think for your problem: what changes to the image should not 
change the network output?

Maybe different for different tasks!



Weight Initialization

 



Weight Initialization



Weight Initialization

Works ~okay for small networks, but problems with deeper networks.



Weight Initialization: Activation Statistics

Q: What do the gradients 
look like?



Weight Initialization:  Activation Statistics

Q: What do the gradients 
look like?



Weight Initialization: Xavier Initialization

Glorot and Bengio, “Understanding the difficulty of training deep feedforward neural networks”, AISTAT 2010 



Weight Initialization: Xavier Initialization

Glorot and Bengio, “Understanding the difficulty of training deep feedforward neural networks”, AISTAT 2010 



Weight Initialization: Xavier Initialization



Weight Initialization: Kaiming/MSRA initialization

He et al., “Delving Deep into Rectifiers: Surpassing Human-Level Performance on ImageNet Classification”, ICCV 2015 



Weight Initialization: Residual Networks

Zhang et al, “Fixup Initialization: Residual Learning Without Normalization”, ICLR 2019 
https://arxiv.org/abs/1901.09321 

https://arxiv.org/abs/1901.09321


Proper Initialization: Active area of research

● Understanding the difficulty of training deep feedforward neural networks by Glorot and Bengio, 2010
● Exact solutions to the nonlinear dynamics of learning in deep linear neural networks by Saxe et al, 

2013 
● Random walk initialization for training very deep feedforward networks by Sussillo and Abbott, 2014
● Delving deep into rectifiers: Surpassing human-level performance on ImageNet classification by He et 

al., 2015 
● Data-dependent Initializations of Convolutional Neural Networks by Krähenbühl et al., 2015 
● All you need is a good init, Mishkin and Matas, 2015
● Fixup Initialization: Residual Learning Without Normalization, Zhang et al, 2019
● The Lottery Ticket Hypothesis: Finding Sparse, Trainable Neural Networks, Frankle and Carbin, 2019
● …… 



Now your model is training… but it overfits!



Recap: Regularization



Regularization: Dropout

Srivastava et al, “Dropout: A simple way to prevent neural networks from overfitting”, JMLR 2014 
https://www.cs.toronto.edu/~hinton/absps/JMLRdropout.pdf 

https://www.cs.toronto.edu/~hinton/absps/JMLRdropout.pdf


Regularization: Dropout



Regularization: Dropout



Regularization: Dropout



Dropout: Test Time



Dropout: Test Time

At test time, drop nothing and 
multiply by dropout probability



Dropout: Test Time



Dropout: Summary



More common: “Inverted dropout”



Dropout architectures



Regularization: A common pattern



Regularization: A common pattern

Training: Add some randomness
Testing: Marginalize over randomness

Examples:
● Dropout
● Batch Normalization
● Data Augmentation



Regularization: DropConnect

Wan et al, “Regularization of Neural Networks using DropConnect”, ICML 2013 
https://proceedings.mlr.press/v28/wan13.html 

https://proceedings.mlr.press/v28/wan13.html


Regularization: Fractional Pooling

Graham, “Fractional Max Pooling”, arXiv 2014
https://arxiv.org/abs/1412.6071 

https://arxiv.org/abs/1412.6071


Regularization: Stochastic Depth

Huang et al, “Deep Networks with Stochastic Depth”, ECCV 2016 
https://arxiv.org/abs/1603.09382 

https://arxiv.org/abs/1603.09382


Regularization: CutOut

DeVries and Taylor, “Improved Regularization of Convolutional Neural Networks with Cutout”, arXiv 2017 
Zhong et al, “Random Erasing Data Augmentation”, AAAI 2020 



Regularization: Mixup

Zhang et al, “mixup: Beyond Empirical Risk Minimization”, ICLR 2018 



Regularization: CutMix

Yun et al, “CutMix: Regularization Strategies to Train Strong Classifiers with Localizable Features”, ICCV 2019 



Regularization: Label Smoothing

Szegedy et al, “Rethinking the Inception Architecture for Computer Vision”, CVPR 2015 



Data Augmentation

https://openaccess.thecvf.com/content/CVPR2024/papers/Islam_DiffuseMix_Label-Preserving_Data_Augmentation_with_Diffu
sion_Models_CVPR_2024_paper.pdf

(example)

https://openaccess.thecvf.com/content/CVPR2024/papers/Islam_DiffuseMix_Label-Preserving_Data_Augmentation_with_Diffusion_Models_CVPR_2024_paper.pdf
https://openaccess.thecvf.com/content/CVPR2024/papers/Islam_DiffuseMix_Label-Preserving_Data_Augmentation_with_Diffusion_Models_CVPR_2024_paper.pdf


Regularization: Summary



Summary


