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Today
• Feedback and Recap (5min)
• Convolutional Neural Network Architecture

– LeNet, AlexNet, VGG, GoogLeNet (40min)
– Residual Network (30min)

• Summary and Takeaways (5min)



Recap: Components of Convolutional Networks
P2 released, due Feb. 16, 2025 - start NOW!!!



Logistics - Vis Studio Rules

Room 1401 Duderstadt Center (https://xr.engin.umich.edu/visualization-studio/ )

Desktop lab computer w/ 4090 GPU

RULES:
1. Classes already scheduled and XR/VR/AR Projects 

have priority. When it is open hours/after hours/ 
weekends, it is walk-in.

2. Physically be there (e.g., during training) - Your 
account may be logged out after idle time.

3. Packages you download may only be local and 
temporary - re-download next time. 

https://xr.engin.umich.edu/visualization-studio/


Convolutional Neural Networks

Lecun et al., “Gradient-based learning applied to document recognition”, 1998
http://vision.stanford.edu/cs598_spring07/papers/Lecun98.pdf 

http://vision.stanford.edu/cs598_spring07/papers/Lecun98.pdf


Example: LeNet-5
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Example: LeNet-5



Example: LeNet-5

Some modern architectures break this trend



ImageNet Classification Challenge



ImageNet Classification Challenge



AlexNet 

Slides 
227x227i
nput 
size?

Slightly 
truncated 
figure

Reimplementation version, 64 filters

https://pytorch.org/hub/pytorch_vision_alexnet/ 

Also, early implementation in Caffe https://caffe.berkeleyvision.org/ 

https://pytorch.org/hub/pytorch_vision_alexnet/
https://caffe.berkeleyvision.org/


AlexNet 

Also Dropout paper ~55125 citations



AlexNet 

● 227 x 227 inputs
● 5 Convolutional Layers
● Max pooling
● 3 Fully-connected 

Layers
● ReLU nonlinearities

● Used “Local response normalization”; 
Not used anymore

● Trained on two GTX 580 GPUs - only 
3GB of memory each! Model split over 
two GPUs. 

Figure copyright Alex Krizhevsky, Ilya Sutskever, and 
Geoffrey Hinton, 2012.



AlexNet 

Recall: Output channels = number of filters

Recall: W’ = (W - K + 2P) / S + 1 
 = (227 - 11 + 2 x 2) / 4 + 1
 = 220/ 4 + 1 = 56



AlexNet 

Number of output elements = C x H’ x W’
                        = 64 x 56 x 56 = 200,704

Bytes per element = 4 (for 32-bit floating point)

KB = (number of elements) x (bytes per elem) /1024
 = 200704 x 4 / 1024
 = 784

784



AlexNet 



AlexNet 
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AlexNet 



AlexNet 



AlexNet 



AlexNet 

Q: How many 
parameters for the 
pooling layer?



Aha Slides 
(In-class participation)

 
https://ahaslides.com/DFZE4 

https://ahaslides.com/DFZE4


AlexNet 



AlexNet 

???

https://ahaslides.com/DFZE4 

https://ahaslides.com/DFZE4


AlexNet 



AlexNet 
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AlexNet 



AlexNet 



ImageNet Classification Challenge
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ZFNet: A Bigger AlexNet



ImageNet Classification Challenge



VGG: Deeper Networks, Regular Design

Simonyan and Zissermann, “Very Deep Convolutional Networks for Large-Scale Image Recognition”, 
ICLR 2015 https://arxiv.org/abs/1409.1556 

https://arxiv.org/abs/1409.1556


VGG: Deeper Networks, Regular Design



VGG: Deeper Networks, Regular Design

Q: How many parameters?
Q: How many FLOPs?
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Q: How many parameters?
Q: How many FLOPs?



VGG: Deeper Networks, Regular Design
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VGG: Deeper Networks, Regular Design



AlexNet vs VGG-16 Much bigger network!



ImageNet Classification Challenge



GoogLeNet: Focus on Efficiency

Szegedy et al, “Going deeper with convolutions”, 
CVPR 2015 

https://arxiv.org/abs/1409.4842 

Many innovations for efficiency: 
● reduce parameter count
● memory usage
● computation 

https://arxiv.org/abs/1409.4842


GoogLeNet: Focus on Efficiency
Stem network at the start aggressively downsamples input 
(Recall in VGG-16: Most of the compute was at the start)



GoogLeNet: Focus on Efficiency
Stem network at the start aggressively downsamples input 
(Recall in VGG-16: Most of the compute was at the start)

Quickly downsampling by a factor of 8



GoogLeNet: Focus on Efficiency
Stem network at the start aggressively downsamples input 
(Recall in VGG-16: Most of the compute was at the start)



GoogLeNet: Focus on Efficiency

Inception module: Local unit with parallel branches



GoogLeNet: Focus on Efficiency

Inception module: Local unit with parallel branches



GoogLeNet: Global Average Pooling



GoogLeNet: Global Average Pooling



GoogLeNet: Auxiliary Classifiers



ImageNet Classification Challenge



Residual Networks

He et al, “Deep Residual Learning for Image 
Recognition”, CVPR 2016 

https://arxiv.org/abs/1512.03385 

https://arxiv.org/abs/1512.03385


Residual Networks

He et al, “Deep Residual Learning for Image 
Recognition”, CVPR 2016 

https://arxiv.org/abs/1512.03385 

Initial guess: Deep model is overfitting since it is much 
bigger than the other model (?)

https://arxiv.org/abs/1512.03385


Residual Networks
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Residual Networks
Like GoogLeNet, no big fully-connected-layers: 
Instead use global average pooling and a single 
linear layer at the end



Residual Networks

He et al, “Deep Residual Learning for Image Recognition”, CVPR 2016
Error rates are 224x224 single-crop testing, reported by torchvision 

ResNet-18:
Stem: 1 conv layer
Stage 1 (C=64): 2 res. block = 4 conv 
Stage 2 (C=128): 2 res. block = 4 conv 
Stage 3 (C=256): 2 res. block = 4 conv 
Stage 4 (C=512): 2 res. block = 4 conv 
Linear

ImageNet top-5 error: 10.92 
GFLOP: 1.8 

https://pytorch.org/hub/pytorch_vision_resnet/


Residual Networks



Aha Slides 
(In-class participation)

 
https://ahaslides.com/DFZE4 

https://ahaslides.com/DFZE4


Residual Networks: Basic and Bottleneck Block

Hint: 
How 
many 
FLOPs?



Residual Networks: Bottleneck Block

Q: How many FLOPs?



Residual Networks: Bottleneck Block



Residual Networks
ResNet-50 is the same as ResNet-34, but replaces Basic blocks with 
Bottleneck Blocks. This is a great baseline architecture for many tasks 
even today! 



Residual Networks

Deeper ResNet-101 and ResNet-152 models are more 
accurate, but also more computationally heavy 



Residual Networks

Examples: 
● ResNet for brain age prediction - Nature, Scientific Reports (2024)

https://www.nature.com/articles/s41598-024-61915-5 
● Bridging ResNet and Vision Transformers - CVPR (2024)

https://arxiv.org/abs/2403.14302 

https://www.nature.com/articles/s41598-024-61915-5
https://arxiv.org/abs/2403.14302


Improving Residual Networks: Block Design

He et al, ”Identity mappings in deep residual networks”, ECCV 2016 
https://arxiv.org/abs/1603.05027 

https://arxiv.org/abs/1603.05027


Improving Residual Networks: Block Design



Comparing Complexity
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What happens to ImageNet NOW?

Original ImageNet challenge  - (discontinued 2017)
Still a large-scale and valid benchmark dataset!
Also commonly used for weight initializations
https://www.image-net.org/ 

ImageNet 3D  - (NeurIPS 2024)
General-Purpose Object-Level 3D Understanding
https://arxiv.org/abs/2406.09613 
https://github.com/wufeim/imagenet3d?tab=readme-ov-file 

Also, research in tiny networks

https://www.image-net.org/
https://arxiv.org/abs/2406.09613
https://github.com/wufeim/imagenet3d?tab=readme-ov-file


Summary Canvas Quiz 20250205 released, due Feb. 9, 2025


