
Lecture 7: Convolutional Networks (components)
02/03/2025

ROB 498/599: Deep Learning for Robot 
Perception (DeepRob)

https://deeprob.org/w25/

https://deeprob.org/w25/


Today
• Feedback and Recap (5min)
• Five Components of Convolutional Networks

– Fully connected Layers and Convolution Layer (15min)
– Spatial Dimensions (20min)
– Pooling Layer (15min)
– Batch Normalization (15min)

• Summary and Takeaways (5min)



Recap P2 released,
due Feb. 16, 2025



Recap

Solution: Define new computational 
nodes that operate on images!



Components of Fully Connected Networks

“Dance Moves of Deep Learning Activation Functions”
https://sefiks.com/2020/02/02/dance-moves-of-deep-learning-activation-functions/ 

https://sefiks.com/2020/02/02/dance-moves-of-deep-learning-activation-functions/


Components of Fully Connected Networks



Fully Connected Layer



Fully Connected Layer



Convolution Layer

Convolve the filter with 
the image
 i.e., “slide over the 
image spatially, 
computing dot products”

“learnable”



Convolution Layer

Convolve the filter with 
the image
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image spatially, 
computing dot products”



Convolution Layer



Convolution Layer



Convolution Layer



Convolution Layer



Convolution Layer



Convolution Layer



Convolution Layer



Convolution Layer



Stacking Convolutions



Stacking Convolutions



Stacking Convolutions

Q: What happens if we stack two convolution layers?



Stacking Convolutions



What do convolutions filters learn?



What do convolutions filters learn?



What do convolutions filters learn?

Feature visualization (2017)

Olah, et al., "Feature Visualization", Distill pub, 2017.
https://distill.pub/2017/feature-visualization/ 

https://distill.pub/2017/feature-visualization/


What do convolutions filters vision transformers learn?

Interpretable Attention Maps (2014)

Darcet et al., Vision Transformers Need Registers (2024)
https://arxiv.org/abs/2309.16588 (Accepted ICLR 2024)

(more on transformers later)

https://arxiv.org/abs/2309.16588


A closer look at the spatial dimensions



A closer look at the spatial dimensions
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A closer look at the spatial dimensions



A closer look at the spatial dimensions



A closer look at the spatial dimensions



A closer look at the spatial dimensions



A closer look at the spatial dimensions



A closer look at the spatial dimensions



Receptive Fields

 



Receptive Fields



Receptive Fields



Receptive Fields



Receptive Fields



Strided Convolution https://d2l.ai/chapter_convolutional-
neural-networks/padding-and-stride
s.html 

https://d2l.ai/chapter_convolutional-neural-networks/padding-and-strides.html
https://d2l.ai/chapter_convolutional-neural-networks/padding-and-strides.html
https://d2l.ai/chapter_convolutional-neural-networks/padding-and-strides.html


Strided Convolution



Strided Convolution



Strided Convolution



Convolution Example

Input volume: 3 x 32 x 32
10 5x5 filters with stride 1, pad 2

Q1: What is the output 
volume size?
Q2: What is the number of 
learnable parameters?
Q3: What is the number of 
multiply-add operations?https://ahaslides

.com/D5HXR 

https://ahaslides.com/D5HXR
https://ahaslides.com/D5HXR


Aha Slides 
(In-class participation)

 
https://ahaslides.com/D5HXR 

https://ahaslides.com/D5HXR


Example: 1x1 Convolution

Lin et al., “Network in Network”, ICLR 2014
https://arxiv.org/abs/1312.4400 

https://arxiv.org/abs/1312.4400


Example: 1x1 Convolution



Convolution Summary



Other types of convolutions



Other types of convolutions



Other types of convolutions



PyTorch Convolution Layer



PyTorch Convolution Layer



Components of Convolutional Neural Networks



Pooling Layer Another way to Downsample



Max Pooling



Max Pooling



Pooling Summary



Components of Convolutional Neural Networks



Batch Normalization



Batch Normalization



Aha Slides 
(In-class participation)

 
https://ahaslides.com/D5HXR 

Q

https://ahaslides.com/D5HXR


Batch Normalization

Ioffe and Szegedy, “Batch normalization: Accelerating deep network training by reducing internal covariate 
shift,” ICML 2015



Batch Normalization



Batch Normalization



Batch Normalization: Test-Time



Batch Normalization: Test-Time



Batch Normalization: Test-Time



Batch Batch Normalization: Test-Time



Batch Normalization for ConvNets



Batch Normalization



Batch Normalization



Batch Normalization



Layer Normalization



Instance Normalization



Group Normalization

Wu and He, “Group Normalization,” ECCV 2018
https://openaccess.thecvf.com/content_ECCV_2018/papers/Yuxin_Wu_Group_Normalization_ECCV_2018_
paper.pdf 

https://openaccess.thecvf.com/content_ECCV_2018/papers/Yuxin_Wu_Group_Normalization_ECCV_2018_paper.pdf
https://openaccess.thecvf.com/content_ECCV_2018/papers/Yuxin_Wu_Group_Normalization_ECCV_2018_paper.pdf


Summary: Components of Convolutional Networks

Next Up



Due dates

Canvas Assignment: (reminder)

Scored - individual (as part of in-class activity points)

20250129 BackProp quiz  - Due Feb. 3, 2025 (tonight)
20250203 Conv layer quiz - Due Feb. 5, 2025 (Wednesday)

P2 (ConvNet)

5 submissions per day - Start today!!!

Due Feb. 16, 2025
 



Due dates

Reminder: For tomorrow (Tuesday, Feb.4) discussion 
section, in Visualization Studio in Duderstadt Center
https://xr.engin.umich.edu/visualization-studio/

NOT in CSRB!! 

Capacity - 30 
Zoom link will be available 
 

https://xr.engin.umich.edu/visualization-studio/

