
Lecture 5: Neural Networks

ROB 498/599: Deep Learning for Robot 
Perception (DeepRob)

https://deeprob.org/w25/
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Today
• Feedback and Recap (5min)
• Neural Networks

– Image Features (15min)
– Neural Networks, Activation Functions (20min)
– Space Warping (10min)
– Universal Approximation (10min)
– Convex Function (10min)

• Summary and Takeaways (5min)



Recap P1 Deadline: Feb. 2, 2025



Neural Networks

 



Problem: Linear Classifiers aren’t that powerful
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One Solution: Feature transforms
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Image Feature: Color Histogram



Image Feature: HoG (Histogram of Oriented Gradients)

Lowe, “Object recognition from local scale-invariant features,” ICCV 1999
Dalal and Triggs, “Histograms of oriented gradients for human detection,” 
CVPR 2005
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Image Feature: Bag of Words (Data Driven)

Fei-Fei and Perona, “A bayesian hierarchical model for learning natural scene categories,” CVPR 2005
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Image Features



Example: Winner of 2011 ImageNet Challenge

F. Perronnin, J. Sánchez, “Compressed Fisher vectors for LSVRC”, PASCAL VOC / ImageNet workshop, ICCV, 2011. 



Example: 2024 CVPR accepted paper

Cheng, T. Y., Gadelha, M., Groueix, T., Fisher, M., Mech, R., 
Markham, A., & Trigoni, N. (2024). Learning Continuous 3D 
Words for Text-to-Image Generation. In Proceedings of the 
IEEE/CVF Conference on Computer Vision and Pattern 
Recognition (pp. 6753-6762).

“Text-to-image” 3D Words



Example: 2024 CVPR accepted paper

Chang, T. V., Seibt, S., & von Rymon Lipinski, B. 
(2024). Hierarchical Histogram Threshold 
Segmentation-Auto-terminating High-detail 
Oversegmentation. In Proceedings of the 
IEEE/CVF Conference on Computer Vision and 
Pattern Recognition (pp. 3195-3204). 

● Hierarchical Histogram Threshold Segmentation
● “Fine-tuning” segmentation masks



Image Features



Image Features vs. Neural networks



Neural Networks (Overview)



Neural Networks
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Neural Networks

Recall:



Neural Networks



Neural Networks
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Neural Networks



Deep Neural Networks



Neural Networks: Activation Functions

Q: What happens if we build a 
neural network with no 
activation function?



Aha Slides 
(In-class participation)

 
https://ahaslides.com/0Z9LZ 

https://ahaslides.com/0Z9LZ


Activation Functions



Activation Functions

https://pytorch.org/docs/stable/gene
rated/torch.nn.Softplus.html 

https://pytorch.org/docs/stable/generated/torch.nn.Softplus.html
https://pytorch.org/docs/stable/generated/torch.nn.Softplus.html


Activation Functions

https://proceedings.mlr.press/v28/g
oodfellow13.pdf 

https://proceedings.mlr.press/v28/goodfellow13.pdf
https://proceedings.mlr.press/v28/goodfellow13.pdf


Activation Functions

ReLU is a good default choice for 
most problems



Neural Network in 20 Lines 



Space Warping
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Setting the number of layers and their sizes



Don’t regularize with size; instead use stronger L2



Universal Approximation
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Convex Functions
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Summary
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Problem: How to compute gradients?

Next up: Backpropagation


