
Lecture 4: Regularization and Optimization

ROB 498/599: Deep Learning for Robot 
Perception (DeepRob)

https://deeprob.org/w25/

https://deeprob.org/w25/


Today
• Feedback and Recap (5min)
• Regularization and Optimization

– Regularization (15min)
– Optimization (20min)
– Computing Gradients (30min)

• Summary and Takeaways (5min)



Project 1 - Dataset Deadline: Feb. 2, 2025



Project 1 - How was this dataset created?



Recap: Linear Classifier - Three Viewpoints

①  ③②



Recap: Loss Functions



Discussion on Last week’s Quizzes

(refer to Canvas)
- If you have questions, please come ask!



How to find the best W 
and b?
 

Problem: Loss functions encourage good performance 
on training data but we care about test data



Regularization

 



Overfitting

A model is overfit when it performs too well on the training data, 
and has poor performance for unseen data



Overfitting

A model is overfit when it performs too well on the training data, 
and has poor performance for unseen data

Low loss, but unnatural “cliff”
between the training points



Overfitting

A model is overfit when it performs too well on the training data, 
and has poor performance for unseen data

Overconfidence in regions with no training data could give poor generalization



Regularization: Beyond Training Error

Data loss: Model predictions 
should match training data



Regularization: Beyond Training Error

Data loss: Model predictions 
should match training data

Regularization: 
Prevent the model 
from doing too well 
on training data



Regularization: Beyond Training Error

More complex:
Dropout
Batch normalization
Cutout, Mixup, Stochastic depth, 
etc…



Regularization: Prefer Simpler Models



Aha Slides 
(In-class participation)

 
https://ahaslides.com/WJTNO 

https://ahaslides.com/WJTNO


Regularization: Expressing Preferences

Q1: Which weight would the data loss prefer?
Q2: Which weight would the L2 regularization prefer?

Hint: what does it mean by “prefer”?  Higher? Lower?



Optimization

 



Finding a good W



Optimization 



Optimization 

The valley image and the walking man image are in CC0 1.0 
public domain

https://creativecommons.org/publicdomain/zero/1.0/


Idea 1: Random Search (bad idea!)



Idea 1: Random Search (bad idea!)

~15.5 % accuracy on CIFAR-10



Idea 2: Follow the slope

The valley image and the walking man image are in CC0 1.0 
public domain

https://creativecommons.org/publicdomain/zero/1.0/


Idea 2: Follow the slope



(example)



(example)

???



Aha Slides 
(In-class participation)

 
https://ahaslides.com/WJTNO 

Q3

https://ahaslides.com/WJTNO


(example)



(example)



(example)

     Numeric Gradient:
- Slow: O(# dimensions)
- Approximate

①  



Loss is a function of W

Use calculus to 
compute an 

Analytic gradient②



(example)



Computing Gradients

 



Computing Gradients

①
②

Also check out: https://cs231n.github.io/optimization-1/
https://pytorch.org/docs/stable/notes/gradcheck.html  

https://cs231n.github.io/optimization-1/
https://pytorch.org/docs/stable/notes/gradcheck.html


Computing Gradients

①
②



Computing Gradients

①
②



Gradient Descent

Q4: guarantee? https://ahaslides.com/WJTNO 

https://ahaslides.com/WJTNO


Gradient Descent

https://docs.google.com/file/d/1hXNxucnkvPhUxZb_cve4ZY61lWDjEQBN/preview


Batch Gradient Descent

Full sum expensive when N is large!



Stochastic Gradient Descent (SGD)



Stochastic Gradient Descent (SGD)

For reference: an interactive web demo:
http://vision.stanford.edu/teaching/cs231n-demos/linear-classify/ 

http://vision.stanford.edu/teaching/cs231n-demos/linear-classify/


Aha Slides 
(In-class participation)

 
https://ahaslides.com/WJTNO 

Q5: drawbacks/problem w/ SGD

https://ahaslides.com/WJTNO


Problem with SGD ①



Problem with SGD ①



Problem with SGD ②

What if the loss function 
has a local minimum or 
saddle point?



Problem with SGD 

What if the loss function 
has a local minimum or 
saddle point?

Zero gradient, gradient 
descent gets stuck

②



Problem with SGD ③

https://docs.google.com/file/d/18tVcFUhO8xuUGSwyyHp-RhJ1dnKS5qMw/preview


Problem with SGD 

What if the loss function 
has a local minimum or 
saddle point?



More than SGD…

 



SGD + Momentum
“Ball running downhill”



SGD + Momentum



SGD + Momentum

You may see SGD+Momentum formulated different ways, but they are equivalent - give same sequence of w

Sutskever et al, “On the importance of initialization and momentum in deep learning,” ICML 2013



SGD + Momentum

https://docs.google.com/file/d/1nzP2EVBHDQKDtJd-QXGVrtoGWIyxqXwE/preview


SGD + Momentum

Nesterov, “A method of solving a convex programming 
problem with convergence rate O(1/k^2),”, 1983”
Nesterov, “Introductory lectures on convex optimization: a 
basic course,” 2004
Sutskever et al, “On the importance of initialization and 
momentum in deep learning,” ICML 2013



Nesterov Momentum

Nesterov, “A method of solving a convex programming problem with convergence rate O(1/k^2),”, 1983”
Nesterov, “Introductory lectures on convex optimization: a basic course,” 2004
Sutskever et al, “On the importance of initialization and momentum in deep learning,” ICML 2013



Nesterov Momentum



Nesterov Momentum



Nesterov Momentum

https://docs.google.com/file/d/1A3SIInX_-FdlUIQGY0WN9lIfibiGTK8a/preview


AdaGrad

● Added element-wise scaling of the gradient based on the 
historical sum of squares in each dimension

● “Per-parameter learning rates” or “adaptive learning rates”



AdaGrad

Duchi et al, “Adaptive sub gradient methods for online learning and stochastic optimization,” JMLR 2011



RMSProp: “Leaky AdaGrad”



RMSProp: “Leaky AdaGrad”

https://docs.google.com/file/d/1UzESL-BEWCd1orH-6h3nIPqXuyrJk3ml/preview


RMSProp + Momentum (“Almost” Adam)



RMSProp + Momentum (“Almost” Adam)



RMSProp + Momentum (“Almost” Adam)

Kingma and Ba, “Adam: A method for stochastic optimization,” ICLR 2015



RMSProp + Momentum (“Almost” Adam)

Q: What happens at t=1?
(Assume beta2 = 0.999)



RMSProp + Momentum (“Almost” Adam)

Kingma, D. P. (2014). Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980.



Adam: Very common in practice!



Adam: Very common in practice!

Additional References:

https://towardsdatascience.com/a-vi
sual-explanation-of-gradient-desce
nt-methods-momentum-adagrad-rm
sprop-adam-f898b102325c 

https://www.cs.toronto.edu/~tijmen/
csc321/slides/lecture_slides_lec6.p
df 

https://docs.google.com/file/d/1mawN4Uj4VJdBh9l2UukoGDR3kAj6lL4t/preview
https://towardsdatascience.com/a-visual-explanation-of-gradient-descent-methods-momentum-adagrad-rmsprop-adam-f898b102325c
https://towardsdatascience.com/a-visual-explanation-of-gradient-descent-methods-momentum-adagrad-rmsprop-adam-f898b102325c
https://towardsdatascience.com/a-visual-explanation-of-gradient-descent-methods-momentum-adagrad-rmsprop-adam-f898b102325c
https://towardsdatascience.com/a-visual-explanation-of-gradient-descent-methods-momentum-adagrad-rmsprop-adam-f898b102325c
https://www.cs.toronto.edu/~tijmen/csc321/slides/lecture_slides_lec6.pdf
https://www.cs.toronto.edu/~tijmen/csc321/slides/lecture_slides_lec6.pdf
https://www.cs.toronto.edu/~tijmen/csc321/slides/lecture_slides_lec6.pdf


Optimization Algorithms Comparison



L2 Regularization vs. Weight Decay

Loshchilov and Hunter, “Decoupled Weight Decay 
Regularization,” ICLR 2019

Weight decay



AdamW: Decouple Weight Decay

Loshchilov and Hunter, “Decoupled Weight Decay Regularization,” ICLR 2019



AdamW: Decouple Weight Decay

Loshchilov and Hunter, “Decoupled Weight Decay Regularization,” ICLR 2019

AdamW should/could probably be your 
“default” optimizer for new problems



Second-Order Optimization

 



So Far: First-Order Optimization



So Far: First-Order Optimization



Second-Order Optimization



Second-Order Optimization



Second-Order Optimization



Second-Order Optimization



Second-Order Optimization: L-BFGS

Le et al, “On optimization methods for deep learning,” ICML 2011
Ba et al, “Distributed second-order optimization using Kronecker-factored approximations,” ICLR 2017



In-Practice (Take-aways)

● Adam is a good default choice in many cases. 
SGD+Momentum can outperform Adam but 
may require more tuning.

● If you can afford to do full batch updates then 
try out L-BFGS (and don’t forget to disable all 
sources of noise)



State-of-the-Art (2024 ICLR accepted papers - example)

● Large Language Models as Optimizers

“meta-prompt”

Large Language Models as Optimizers. Chengrun Yang, Xuezhi Wang, Yifeng Lu, Hanxiao Liu, Quoc V Le, Denny Zhou, 
Xinyun Chen. https://iclr.cc/virtual/2024/poster/19209 

https://iclr.cc/virtual/2024/poster/19209


State-of-the-Art

● Neural Topic Modeling as Multi-Objective 
Contrastive Optimization 

https://openreview.net/pdf?id=HdAoLSBYXj 

(2024 ICLR accepted papers - example)

https://openreview.net/pdf?id=HdAoLSBYXj


State-of-the-Art

● Neural Topic Modeling as Multi-Objective 
Contrastive Optimization 

https://openreview.net/pdf?id=HdAoLSBYXj 

(2024 ICLR accepted papers - example)

https://openreview.net/pdf?id=HdAoLSBYXj


Summary

 



Summary

Next up: Neural Networks



Due dates

Canvas Assignment: 20250122 Optimization Quiz 
Scored - individual (as part of in-class activity points)
Due Sunday Jan. 26, 2025
 

P1 (KNN and Linear Classifier)

5 submissions per day - Start today!!!

Due Feb. 2, 2025
 



Enrollment/Waitlist

Please send us your UniqName  (or reply via email)
by Thursday Jan. 23 5pm EST 
if you intend to enroll in the class

1. ROB 498 or 599
2. Your UniqName
https://piazza.com/class/m4pgejar4ua2qf/post/33 
 

https://piazza.com/class/m4pgejar4ua2qf/post/33


Office Hour Calendar Now Available

https://calendar.google.com/calendar/u/0?cid=
Y18zZDZhOGMyMTg0Y2I3ZDA4ZmIwZDg4O
GM1OWNiNTU0OGViNzczMTZiOTg3ZTE3Ym
FlYjFkZDkwOWRhZWQyZTc2QGdyb3VwLmN
hbGVuZGFyLmdvb2dsZS5jb20 

You can add this calendar to your UM 
google calendar. 
 

https://calendar.google.com/calendar/u/0?cid=Y18zZDZhOGMyMTg0Y2I3ZDA4ZmIwZDg4OGM1OWNiNTU0OGViNzczMTZiOTg3ZTE3YmFlYjFkZDkwOWRhZWQyZTc2QGdyb3VwLmNhbGVuZGFyLmdvb2dsZS5jb20
https://calendar.google.com/calendar/u/0?cid=Y18zZDZhOGMyMTg0Y2I3ZDA4ZmIwZDg4OGM1OWNiNTU0OGViNzczMTZiOTg3ZTE3YmFlYjFkZDkwOWRhZWQyZTc2QGdyb3VwLmNhbGVuZGFyLmdvb2dsZS5jb20
https://calendar.google.com/calendar/u/0?cid=Y18zZDZhOGMyMTg0Y2I3ZDA4ZmIwZDg4OGM1OWNiNTU0OGViNzczMTZiOTg3ZTE3YmFlYjFkZDkwOWRhZWQyZTc2QGdyb3VwLmNhbGVuZGFyLmdvb2dsZS5jb20
https://calendar.google.com/calendar/u/0?cid=Y18zZDZhOGMyMTg0Y2I3ZDA4ZmIwZDg4OGM1OWNiNTU0OGViNzczMTZiOTg3ZTE3YmFlYjFkZDkwOWRhZWQyZTc2QGdyb3VwLmNhbGVuZGFyLmdvb2dsZS5jb20
https://calendar.google.com/calendar/u/0?cid=Y18zZDZhOGMyMTg0Y2I3ZDA4ZmIwZDg4OGM1OWNiNTU0OGViNzczMTZiOTg3ZTE3YmFlYjFkZDkwOWRhZWQyZTc2QGdyb3VwLmNhbGVuZGFyLmdvb2dsZS5jb20

