
Lecture 2: Image Classification; K Nearest Neighbors

ROB 498/599: Deep Learning for Robot 
Perception (DeepRob)

https://deeprob.org/w25/

https://deeprob.org/w25/


Today
• Logistics (Office Hours, P0 starter) (5min)
• Image Classification (KNN)

– K Nearest Neighbors - Basics (15 min)
– K Nearest Neighbors - in-class activity (20min)
– Hyperparameters (15min)
– Universal Approximation (20min)

• Summary and Takeaways (5min)



Office Hours
● See Course Info doc 

*May have 
small changes 
- stay tuned

https://docs.google.com/document/d/1daowmb3H_MxvBnZQl7HtZfddiVaQ-loTpkG8ax4liOo/edit?usp=sharing


Office Hours
● Specifically, this week Jan.13- Jan.17

• Monday 3:00pm-4:30pm (Prof. Du) or by appointment  3257 FRB
• Tuesday 2:00pm-3:30pm (Cale- GSI)  CSRB Lounge (outside classroom) 

• Tuesday 5:30-7pm (after lab) or by appointment (Sydney - IA)  CSRB
• Wednesday 1:30pm (after lecture) (Adi - IA)  
• Thursday  11:30am-2pm (Meha - IA)  3310 FRB
• Thursday 1pm-3:30pm (Jason - IA) 3310 FRB 

Always available on Piazza



P0 Starter
P0 folder: 
https://drive.google.com/drive/folders/1gJKZlMKRuLmA4
EsICxrREa3dujlyY9XC?usp=drive_link 

Please create a “DeepRob” folder in your own Google 
Drive, and put P0 folder under there. This will be your 
individual private copy of the code - do NOT change the 
starter code in shared folder!

https://drive.google.com/drive/folders/1gJKZlMKRuLmA4EsICxrREa3dujlyY9XC?usp=drive_link
https://drive.google.com/drive/folders/1gJKZlMKRuLmA4EsICxrREa3dujlyY9XC?usp=drive_link


Reminder 
About waitlist 
About access (Google Colab etc.)





• How do you 
“classify” which 
part is traversable 
for the robot, 
which part is not? 

• How do you tell 
which one is the 
correct snack?



Image Classification
—A Core Computer Vision/Robot Perception Task





Challenges—Viewpoint Variation



Challenges—Intraclass variation



Challenges—Fine Grained Categories

e.g.,



Challenges— Background Clutter



Challenges—Image Resolution



Challenges—Illumination Changes



Challenges—Subject Deformation



Challenges—Occlusion



Challenges—Semantic Relationship



Application of Image Classification
Hyperspectral Imaging



Image Classification — Building Block for 
Other Tasks



Image Classification — Building Block for 
Other Tasks



An Image Classifier



One “classifical” Computer Vision approach
(example)



Deep Learning — A Data-Driven Approach



Some examples of Deep Learning Datasets
MNIST



Some examples of Deep Learning Datasets
CIFAR10



Some examples of Deep Learning Datasets
CIFAR100



Some examples of Deep Learning Datasets
ImageNet



Some examples of Deep Learning Datasets
MIT Places



Image Classification Dataset

(PROPS)



Size of Dataset - # of Training Pixels



Our first classifier - Nearest Neighbor



Aha Slides 
(In-class participation)

https://ahaslides.com/DMOPW 
 

Q1, Q2

https://ahaslides.com/DMOPW


Our first classifier - Nearest Neighbor



Distance Metric to Compare Images

“How do you know which one is the `nearest` neighbor?”



Distance Metric to Compare Images

“How do you know which one is the `nearest` neighbor?”

L2 (Euclidean) distance



Nearest Neighbor Classifier Algorithm

https://ahaslides.c
om/DMOPW 

Q3

https://ahaslides.com/DMOPW
https://ahaslides.com/DMOPW


Nearest Neighbor Classifier Algorithm

Memorize training data



Nearest Neighbor Classifier Algorithm

For each test image:
   Find nearest training 
image
   Return label of nearest 
image



Nearest Neighbor Classifier Algorithm



Further reading: faster/more efficient nearest 
neighbors

Example:
https://github.com/facebookresearch/faiss 

https://github.com/facebookresearch/faiss


More distance metrics



What does this look like in PROPS dataset?







In-Class Activity

 20250113_knn.ipynb



K-Nearest Neighbors—Web Demo

(for fun!)



Hyperparameters



Setting Hyperparameters

These are examples of hyperparameters: choices about our 
learning algorithm that we don’t learn from the training data. 
Instead, we can set them at the start of the learning process.

Very problem-dependent - In general may need to try them 
all and observe what works best for our data



Setting Hyperparameters



Setting Hyperparameters



Setting Hyperparameters



Setting Hyperparameters



Setting Hyperparameters - KNN example



KNN - Universal Approximation



KNN - Universal Approximation



KNN - Universal Approximation



KNN - Universal Approximation



KNN - Universal Approximation



Problem - Curse of Dimensionality



Problem - Curse of Dimensionality



Notes

● K-Nearest Neighbors Seldom Used on Raw Pixels
● Very slow at test time
● Distance metrics on pixels are not informative

(Example)



K-Nearest Neighbors with ConvNet Features Works Well



Summary



Aha Slides 
(In-class participation)

https://ahaslides.com/DMOPW 
 

Q4

https://ahaslides.com/DMOPW


Due dates
Canvas Assignment: 20250113 KNN Quiz 

Scored - individual (as part of in-class activity points)

Due Jan. 15, 2025
 

P0 

5 submissions per day - Start today!!!

Due Jan. 19, 2025
 


