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Recall: Videos

Adapted from Prof. Johnson’s slides

The temporal dimension



Supervised Learning



Unsupervised Learning



Discriminative vs Generative

https://sthalles.github.io/intro-to-gans/
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Discriminative vs Generative

https://sthalles.github.io/intro-to-gans/

Learn a 
probability 
distribution p(y|x)

Learn a 
probability 
distribution 
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https://sthalles.github.io/intro-to-gans/


Discriminative vs Generative

Bayes’ rule



Discriminative or Generative?
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Discriminative or Generative?



Discriminative or Generative?



What can we do with a generative model?

• Detect outliers / Anomaly Detection

USCD Ped2 Dataset



What can we do with a Generative model?

• Detect outliers / Anomaly Detection
• Feature learning (without labels) 

https://www.nature.com/articles/s41467-021-26751-5
Unsupervised deep learning identifies semantic disentanglement in single 
inferotemporal face patch neurons

https://www.nature.com/articles/s41467-021-26751-5


What can we do with a Generative model?

• Detect outliers / Anomaly Detection
• Feature learning (without labels) 
• Sample to generate new data
– Conditional: generate new data conditioned on input

labels

https://ijdykeman.github.io/ml/2016/12/21/cvae.html

Example: MNIST
https://colab.research.google.com/github/tensorflow/docs/blob/master/si
te/en/tutorials/generative/cvae.ipynb

https://ijdykeman.github.io/ml/2016/12/21/cvae.html
https://colab.research.google.com/github/tensorflow/docs/blob/master/site/en/tutorials/generative/cvae.ipynb
https://colab.research.google.com/github/tensorflow/docs/blob/master/site/en/tutorials/generative/cvae.ipynb


Autoencoder

Reconstruction

Minimizing the difference
between original input and
reconstructed output

Decoder: Generative!



Some problems with Autoencoder

2? 9? Smooth transition



Variational Autoencoder (VAE)

Probabilistic spin on autoencoders: 

1. Learn latent features z from raw data 

2. Sample from the model to generate new 
data

“reparameterization” trick



Variational Autoencoder (VAE)

“reparameterization” trick



What can we do with a Generative model?

example:
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