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Lecture 9
Object Detection
University of Michigan | Department of Robotics
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Recap: CNN architectures for Classification
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8 layers || 8 layers

Shallow

2010 2011 2012 2013

Lin et al Sanchez & krizhevsky etal  Zeiler &
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25.8 ImageNet Challenge

152
layers

19
layers

7.3

2014

Simonyan &  Szegedy et al
Perronnin (AlexNet) Fergus Zisserman (VGG) (GoogleNet)

22
layers

6.7

2014

3.6

2015

He et al
(ResNet)

Some key concepts:
VGG: stacked Conv+RelL U, pool
Stem network (GooglLeNet)

Residual Network (ResNet)



Object Detection: Task definition

Input: Single RGB image

Output: A set of detected objects;

For each object predict:

1. Category label (from a fixed set
of labels)

2. Bounding box (four numbers:
X, Y, width, height)

| DripRob - 3
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Comparing Boxes: Intersection over Union (loU)

How can we compare our prediction to the ground-truth box?

Intersection over Union (loU) (Also called “Jaccard
similarity” or “Jdaccard index”):

Area of Intersection

loU=

Area of Union

loU > 0.5 Is "decent”,
loU > 0.7 is “pretty good”,
loU > 0.9 is “very good, almost perfect”

| bztfﬂ_a



Detecting a single object

Fully connected:
4096 to 10
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Treat localization as a
regression problem!
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What??

Class scores:
Chocolate Pretzels:
0.9

Granola Bar: 0.02
Potato Chips: 0.02
Water Bottle: 0.02
Popcorn: 0.01

Correct Label:
Chocolate Pretzels

v

Softmax Loss



Detecting a single object

What?? Correct Label:
Class scores: Chocolate Pretzels
Chocolate Pretzels: ¢
Fully connected: (()?n.rganola Bar: 0.02
4096 to 10 Potato Chips: 0.02 » Softmax Loss
Water Bottle: 0.02

Popcorn: 0.01

LN 31 .
a8 ¢ (i S 192 128 Z 7538
5 | 128 " ", L.... el - -
O A 13 13
X -~ Fits
S : -.-.1'.‘ 3 }\ : 4 T O —
= N ﬁ o o i T3 13 dense dense
e i N
b % 197 192 128 Max -
Strid Max 128 Max pookng 2048 2048
of 4 pooling pooling
4z
Vector:
Figure copyright Alex Krizhevsky, llya Sutskever, and .
Geoffrey Hinton, 2012. Reproduced with permission
409 6 Fully connected:
4096 to 10

Treat localization as a Boxcoordingtes: === L2Loss

(x, ¥, w, h)
regression problem! f

27 Correct coordinates:
Where?* g
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Detecting a single object

Class scores:

gmlg;[e?e?‘etzels: Correct Label:

Chocolate Pretzels

Fully connected: Granola Bar: 0.02

4096 to 10 Potato Chips: 0.02 =P Softmax Loss
;.J p 3_l; : 'K‘ \ Water Bottle: 0.02
= XAAT Multitask Loss
Wl h = N\ A Popcorn: 0.01

o 192 @Max L) L Weighted Sum I Loss

Max 158 Max pooling 2048 2048
pooling pooling

(]
Figure copyright Alex Krizhevsky, llya Sutskever, and Ve Cto r [ ] L — L | 1 L
Geoffrey Hinton, 2012. Reproduced with permission. 409 6 ClS reg

Treat localization as a Fully connected:
regression problem! 4096 to 10 Box coordinates: w0

(x, y, w, h)

Correct coordinates:

l btt P@ Where?? v




Detecting Multiple Objects
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Need different numbers of
output per image
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Detecting Multiple Objects: Sliding Window

Apply a CNN to many different crops
of the image, CNN classifies each
crop as object or background

Hershey’s: No

N ¥ s s 3 K v S \
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= S"t'r aaaaaaaaaaaaaaaaaaaa

Rt Y

Background: Yes
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Detecting Multiple Objects: Sliding Window

Apply a CNN to many different crops
of the image, CNN classifies each
crop as object or background

Rt Y
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111111

111111
pooling

2048

Hershey’s: No
Flipz: Yes
Reese’s: No

Background: No
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Detecting Multiple Objects: Sliding Window

Apply a CNN to many different crops
of the image, CNN classifies each
crop as object or background
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Hershey’s: No
Flipz: No
Reese’s:

Background: No
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Detecting Multiple Objects: Sliding Window

Apply a CNN to many different crops
of the image, CNN classifies each
crop as object or background

Question: How many possible boxes
are there in an image of size H x W? Total possible boxes:

W — 1)(H —
Consider box of size h x w: hz=:1w=1( w+ 1)( h

Possible x positions: W - w + 1 + 1)
Possible y positions: H-h + 1
Possible positions:

(W-w+1) x (H-h+1) B HH+DWW + 1)
B 2 2
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Detecting Multiple Objects: Sliding Window

800 x 600 image has
~58M boxes. No way
we can evaluate them
all

Apply a CNN to many different crops
of the image, CNN classifies each
crop as object or background

Question: How many possible boxes
are there in an image of size H x W?
Total possible boxes:

H W
Consider box of size h x w: z=: > W—-w+1)(H-h

h
Possible x positions: W - w + 1 + 1)
Possible y positions: H-h + 1
Possible positions:

(W-w+1) x (H-h+1) B HH+DWW + 1)
B 2 2

13
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Alexe et al, “Measuring the objectness of image windows”, TPAMI 2012
Uijlings et al, “Selective Search for Object Recognition”, IJCV 2013
Cheng et al, “BING: Binarized normed gradients for objectness estimation at 300fps”, CVPR 2014

Region Proposals
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~ Classic
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* Find a small set of boxes that are likely to cover all objects

* Often based on heuristics: e.g. look for “blob-like”

* Relatively fast to run; e.g. Selective Search gives 2000 region
proposals in a few seconds on CPU

100 CALORIES

J‘fxcmm q

~ BEFF IFRK

Image regions

Zitnick and Dollar, “Edge boxes: Locating object proposals from edges”, ECCV 2014



DR

R-CNN: Region-Based CNN
R-CNN: Region-Based CNN

Rebb
b EEP Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
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R-CNN: Region-Based CNN

Input Image After Initial After few
Segmentation Iterations

Generate region proposals:

“selective search”

Rebb
l b EEP Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.

After many
iterations

16
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R-CNN: Region-Based CNN
R-CNN: Region-Based CNN

Interest (Rol)

from a propgsal
metho
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R-CNN: Region-Based CNN
R-CNN: Region-Based CNN

/~/ Warped image

Interest (Rol)
from a proposal
method (~2k)
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R-CNN: Region-Based CNN
R-CNN: Region-Based CNN

Conv For.ward each
Comy Net region through
o Net ConvNet
Net & Warped image
ﬁ regions (224x224)

~ Regions of
Interest (Rol)
from a proposal
method (~2k)
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R-CNN: Region-Based CNN
R-CNN: Region-Based CNN

Class
Class
Class t
' Conv
Conv Net
Net
Conv

Forward each
region through
ConvNet

ﬁ Warped image

regions (224x224)

~ Regions of

Interest (Rol)
from a proposal
method (~2k)

Classify each region

20
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R-CNN: Region-Based CNN

R-CNN: Region-Based CNN

Bbox || Class

Bbox Class

Bbox | | Class | '® L - 4 each
~ Cony or}/var eac
Comy Net region through
Comy Net ConvNet
Net ﬁWarped image
A regions (224x224)

> W-£
| =
2

Regions of
Interest (Rol)
from a proposal

method (~2k)

'_-; —~ = g
= = = ey

—_—
- )
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e

P e

Classify each region

Bounding box regression:
Predict “transform” to correct the Rol: 4

numbers (i, ty, th, tw)

21



R-CNN: Box Regression

Consider a region proposal with
center (px, py), width p,,,, height p;,

Model predicts a transform (tx, ty, tw» th)
to correct the region proposal

22



R-CNN: Box Regression

Consider a region proposal with
center (px, py), width p,,,, height p;,

Model predicts a transform (tx, ty, Ly th)
to correct the region proposal

The output box is defined by:

bx = Dx + Pwlyx Shift center by amount
by = Dy + phty relative to proposal size

bw = Pw €XP (tw) Scale proposal; exp ensures
by, = pj, eXp (t;) thatscaling factoris >0

23



R-CNN: Box Regression

Consider a region proposal with
center (px, py), width p,,,, height p;,

Model predicts a transform (tx, ty, Ly th)
to correct the region proposal

The output box is defined by: When transform is O,

by =Dy + Py ity output = proposal
by = py + Dnty o

b,, = D, exp(t,,) L2 regularization
by, = py exp(ty) encourages leaving

proposal unchanged

24



R-CNN: Box Regression

Consider a region proposal with
center (px, py), width p,,,, height p;,

to correct the region proposal

The output box is defined by:
by = Px + Pwiy

by — py —+ phty

by, = pw exp(ty)

bp, = pn exp(ty)

Model predicts a transform (tx, ty, Ly th)

Scale / Translation invariance:
Transform encodes relative
difference between proposal
and output; important since

CNN doesn’t see absolute size
or position after cropping
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R-CNN: Box Regression

Consider a region proposal with
center (px, py), width p,,,, height p;,

to correct the region proposal

The output box is defined by:
by = Dx + Puwix

by — py —+ phty

by, = pw exp(ty)

bp, = pn exp(ty)

Model predicts a transform (tx, ty, Ly th)

Given proposal and target output,
we can solve for the transform the
network should output:

tx = (bx — Px)/Pw
Ly = (by — py)/ph
tw = log(bw/pw)
tp, =log(by/pr)

26



R-CNN: Trailning

Input Image

Ground Truth

| bztfﬂ_a
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R-CNN: Trailning

Input Image

. ! 2 (L%
A o %, ? . X
{ » e 1 ,‘\‘l 7/
4 »
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- - .- - ot
-

Region Proposals

| bztfﬂ_a
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R-CNN: Training

Input Image

o

| bztfﬂ_a
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R-CNN: Trailning

Input Image

Categorize each region proposal as positive,
negative or neutral based on overlap with the
Ground truth boxes:

Positive: > 0.5 loU with a GT box
Negative: < 0.3 loU with all GT boxes

Neutral: between 0.3 and 0.5 loU with GT boxes

Ground Truth Positive

| bzzfn_a
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R-CNN: Trailning

Input Image

Crop pixels from
each positive and
negative proposal,
resize to 224 x 224

Ground Truth Posmve

l Run each region through CNN
bztf ‘

Positive regions: predict class and transform
Negative regions: just predict class

31



R-CNN: Training

Input Image

o

Run each region through CNN

l bzt Positive regions: predict class and transform
\] . . . .
P Negative regions: just predict class

Class target: Flipz

Box target: I

Class target: Hershey’s

—

Box target:

Class target: Reese’s

—

Box target:

Box target: None

Class target: Background

32



Input Image

Region Proposals

| bttfﬂ_a

R-CNN: Test time

Run proposal method:

1. Run CNN on each proposal to get class
scores, transforms

2. Threshold class scores to get a set of
detections

2 Problems:
1. CNN often outputs overlapping boxes

2. How to set thresholds?

33



Overlapping Boxes

Problem: Object detectors often output
many overlapping detections

34



Overlapping Boxes: Non-Max Suppression (NMS)

Problem: Object detectors often output
many overlapping detections

Solution: Post-process raw detections

using Non-Max Suppression (NMS
. Select next highest-scoring box

2. Eliminate lower-scoring boxes wi
loU> threshold (e.g. 0.7

. If any boxes remain, GOTO 1

| bzzpn_a

3
-
-
-
&
!
3

35



Overlapping Boxes: Non-Max Suppression (NMS)

Problem: Object detectors often output
many overlapping detections

Solution: Post-process raw detections

using Non-Max Suppression (NMS
. Select next highest-scoring box

2. Eliminate lower-scoring boxes wi
loU> threshold (e.g. O.

. If any boxes remain, GOTO 1

loU(" ,01)=0.8
loU(" ,)=0.03
loU(| ,  )=0.05

| btt,;ﬂ_a
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Overlapping Boxes: Non-Max Suppression (NMS)

Problem: Object detectors often output
many overlapping detections

Solution: Post-process raw detections

using Non-Max Suppression (NMS
. Select next highest-scoring box

2. Eliminate lower-scoring boxes wi
loU> threshold (e.g. 0.7

. If any boxes remain, GOTO 1

loU(B, =) = 0.85

| bttfﬂ_a
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Overlapping Boxes: Non-Max Suppression (NMS)

Problem: Object detectors often output
many overlapping detections

Solution: Post-process raw detections

using Non-Max Suppression (NMS
. Select next highest-scoring box

2. Eliminate lower-scoring boxes with
loU> threshold (e.g. 0.7

. If any boxes remain, GOTO 1

| bzzpn_a
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Overlapping Boxes: Non-Max Suppression (NMS)

Problem: Object detectors often output
many overlapping detections
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Solution: Post-process raw detections

using Non-Max Suppression (NMS)
1. Select next highest-scoring box

2. Eliminate lower-scoring boxes with
loU> threshold (e.g. 0.7)

3. If any boxes remain, GOTO 1

Problem: NMS may eliminate “good”
boxes when objects are highly
overlapping... no good solution

| bttfﬂg)
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Evaluating Object Detectors:
Mean Average Precision (mAP) and P-R Curve

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision
(AP) = area under Precision vs Recall Curve

| btl:f Reb
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Evaluating Object Detectors:
Mean Average Precision (mAP) and P-R Curve

All pretzel detections sorted by score

1. Run object detector on all test images (with NMS)

2. For each category, compute Average Precision n m “

(AP) = area under Precision vs Recall Curve
1. For each detection (highest score to lowest - - -
SCOre) All ground-truth pretzel boxes

l DiipReb .



1.
2. For each category, compute Average Precision

Evaluating Object Detectors:
Mean Average Precision (mAP) and P-R Curve

All pretzel detections sorted by score

Run object detector on all test images (with NMS)

Match: loU > 0.5

(AP) = area under Precision vs Recall Curve
1. For each detection (highest score to lowest - -

All ground-truth pretzel boxes

score)
1. If it matches some GT box with loU > 0.5,

mark it as positive and eliminate the GT
2. Otherwise mark it as negative

| btt,;ﬂ_a
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Evaluating Object Detectors:

Mean Average Precision (mAP) and P-R Curve

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision
(AP) = area under Precision vs Recall Curve
1. For each detection (highest score to lowest

score)
1. If it matches some GT box with loU > 0.5,

mark it as positive and eliminate the GT
2. Otherwise mark it as negative
3. Plot a point on PR curve

TP
Precision = Recall = 1P

TP + FP TP+ FN
| bttpﬂ_a

All pretzel detections sorted by score

>

Match: loU > 0.5

All ground-truth pretzel boxes

Precision=1/1 =1.0
Recall = 1/3 = 0.33

1.0 O

Precision

Recall 1.0

43



Evaluating Object Detectors:
Mean Average Precision (mAP) and P-R Curve

All pretzel detections sorted by score

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision
(AP) = area under Precision vs Recall Curve
1. For each detection (highest score to lowest

All ground-truth pretzel boxes

score)
1. If it matches some GT box with loU > 0.5, rociion =22 1
mark it as positive and eliminate the GT o :Ca o

2. Otherwise mark it as negative
3. Plot a point on PR curve

Precision

Recall 1.0

lbzz,;n_s) )



1.
2. For each category, compute Average Precision

Evaluating Object Detectors:
Mean Average Precision (mAP) and P-R Curve

All pretzel detections sorted by score

Run object detector on all test images (with NMS) e ———
oss ff oss oo | o5

No match > 0.5 loU with GT

(AP) = area under Precision vs Recall Curve B
1. For each detection (highest score to lowest Al ground-truth pretzel boxes
score)
1. If it matches some GT box with loU > 0.5, ecsion = 2 =
mark it as positive and eliminate the GT 10f ® @
2. Otherwise mark it as negative o
3. Plot a point on PR curve st

Recall 1.0

l DiipReb .
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1.
2.

Evaluating Object Detectors:
Mean Average Precision (mAP) and P-R Curve

All pretzel detections sorted by score

Run object detector on all test images (with NMS)
For each category, compute Average Precision

(AP) = area under Precision vs Recall Curve No match > 0.5 loU with GT
1. For each detection (highest score to lowest -

SCOre) All ground-truth pretzel boxes

1. If it matches some GT box with loU > 0.5, o o/ 0 &

mark it as positive and eliminate the GT Recall = 2/3 = 0.67
2. Otherwise mark it as negative I
3. Plot a point on PR curve ®
Precision ¢

1.0

Recall

| bttpﬂ_a



Evaluating Object Detectors:
Mean Average Precision (mAP) and P-R Curve

All pretzel detections sorted by score

Match: > 0.5 loU

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision
(AP) = area under Precision vs Recall Curve
1. For each detection (highest score to lowest

All ground-truth pretzel boxes

score)
1. If it matches some GT box with loU > 0.5, o - A5 06
mark it as positive and eliminate the GT Recall = 3/3 = 1.0
2. Otherwise mark it as negative o @ @
3. Plot a point on PR curve ° .
Precision O

1.0

Recall

l DiipReb ;



1.
2. For each category, compute Average Precision 059 [ o5 J oo J o5 oo

Evaluating Object Detectors:
Mean Average Precision (mAP) and P-R Curve

All pretzel detections sorted by score

Run object detector on all test images (with NMS)

(AP) = area under Precision vs Recall Curve

1. For each detection (highest score to lowest -
SCO re) All ground-truth pretzel boxes

1. If it matches some GT box with loU > 0.5,
mark it as positive and eliminate the GT
2. Otherwise mark it as negative
3. Plot a point on PR curve
2. Average Precision (AP) = area under PR curve Precision

1.0

Recall 1.0

| btt,)ﬂ_a
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Evaluating Object Detectors:

Mean Average Precision (mAP) and P-R Curve

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision
(AP) = area under Precision vs Recall Curve
1. For each detection (highest score to lowest
score)
1. If it matches some GT box with loU > 0.5,
mark it as positive and eliminate the GT
2. Otherwise mark it as negative
3. Plot a point on PR curve
2. Average Precision (AP) = area under PR curve

How to get AP = 1.0: Hit all GT boxes with loU >
0.5, and have no “false positive” detections
ranked above any “true positives”

| btt,;ﬂ_a

All pretzel detections sorted by score

All ground-truth pretzel boxes

1.0

Precision

Recall 1.0

49



Evaluating Object Detectors:
Mean Average Precision (mAP) and P-R Curve

1. Run object detector on all test images (with NMS)
2. For each category, compute Average Precision
(AP) = area under Precision vs Recall Curve

1. For each detection (highest score to lowest Flipz AP = 0.60
score) Hershey’s AP = 0.85
1. If it matches some GT box with loU > 0.5, Reese’s AP = 0.81
mark it as positive and eliminate the GT MAP@0.5 = 0.75

2. Otherwise mark it as negative
3. Plot a point on PR curve
2. Average Precision (AP) = area under PR curve
3. Mean Average Precision (mAP) = average of AP “COCO Evaluator”
for each category

50



Fast R-CNN

“Slow” R-CNN
Process each region
independently

Bbox

Class

Bbox

Class

Bbox

Class

5

t Conv
Conv Net
Net

i » . . - a b3
= 4 I ¢ | = = s
- L - — ~ - o =% ,’\_’_ﬁ_-,
V= by gl e
I T a5 L i ,/J"F;"' —
- : = .

L
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“Backbone”
network:

AlexNet, VGG,

ResNet, etc

Fast R-CNN

/£

/ Image features

T

Run whole image

ConvNet

through ConvNet
E*!l=E=’

“Slow” R-CNN

Process each region

independently
Bbox || Class
Bbox | | Class 4
Bbox | | Class o
t Conv
Conv Net
Net
Conv
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Fast R-CNN

Regions of
Interest (Rols)
from a proposal

method //g/ . i/ Image features
“Backbone” L Run whole image
network: through ConvNet
AlexNet, VGG, '

ResNet, etc KON

“Slow” R-CNN

Process each region

independently
Bbox || Class
Bbox | | Class 4
Bbox | | Class .
t Conv
Conv Net
Net
Conv !
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Fast R-CNN

“Slow” R-CNN
Process each region
independently

Regions of

Interest (Rols) - - Bbox Ctlass
OX CRN

fromaproposal >  ~— Crop + Resize features

Bbox | | Class .

method C
£ 2.!7/ ; I M Image features L cony oy

“Backbone” L Run whole image

network: through ConvNet

AlexNet, VGG,
ResNet, etc

ConvNet




Fast R-CNN

“Slow” R-CNN
Process each region

. independently
Regions of =z[| [z = [| Per-Region Network
Interest (Rols) 5 5 5 G Bbox Ct'ass
OX dss
from a proposal & T O |
method @7 T Conv
y Conv Net
“Backbone” L Run whole image
network: through ConvNet

AlexNet, VGG, s B

ResNet, etc




Regions of
Interest (Rols)
from a proposal
method

Fast R-CNN

Bbox | | Bbox || Bbox | Category and box
Class | | Class | | class | transform per region
Z Z = Per-Region Network
P =z P
O O O

& & b Crop + Resize features

“Backbone”
network:
AlexNet, VGG,
ResNet, etc

/@/ ; M Image features

L Run whole image

through ConvNet
E =

ConvNet

“Slow” R-CNN

Process each region

independently
Bbox || Class
Bbox | | Class 4
Bbox | | Class .
f Conv
Conv Net
Net
Conv
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Fast R-CNN

Bbox | | Bbox || Bbox | Category and box
Class | | Class | | Class | transform per region

| ) t t Per-Region network is
Regions of Per-Region Network relatively lightweight
Interest (Rols) 5
from a proposal & b Crop + Resize features
method /2 ! 7 Mlmage features
“Backbone” Run whole image
network: through ConvNet Most of the computation
AlexNet, VGG, ConvNet | happens in backbone

ResNet, etc network; this saves work for

overlapping region proposals

- 4
e
. 4

» Input image

P

57



Fast R-CNN

Bbox | | Bbox || Bbox | Category and box
. Example:
Class | | class | | class | transform per region .
When using
Regions of AlexNet for

Per-Region Network

detection, five

conv layers are
used for

backbone and

Interest (Rols)

fromaproposal > M W Crop + Resize features

method § @/ T M Image features

“Backbone” un whole image two FC layers are

network: hrough ConvNet used for per-

AlexNet, VGG, — region network
ConvNet

ResNet, etc

nput image

| btt,;ﬂ_a



Regions of
Interest (Rols)
from a proposal
method

Fast R-CNN

Bbox Bbox

Bbox

Class Class

Class

Category and box
transform per region

Per-Region Network

(&7 B B Crop + Resize features

“Backbone”

network:
AlexNet, VGG,
ResNet, etc

| bzzpn_a

ConvNet

/@/ /Mlmage features

un whole image
hrough ConvNet

nput image

U
3x3 conv, 512

X3 CON
®

L_3x3conv, 512 |

3X3 conv. 512

onv. 512 /2

3x3 cony, 128

3x3 conv, 128

L_3x3 conv, 128

33 conv 128

3x3 conv, 128

3x3 conv, 128, / 2

' 3x3 conv, 64 ,

3x3 conv, 64

L_23conv 64 |

X onv, 64

L_3x3conv. 64 |

3x3 conv, 64

Pool

| 7x7 conv, 64, /2

Input

Example:

For ResNet, last
stage is used as
per-region
network; the rest
of the network is
used as backbone



Fast R-CNN

Category and box

transform per region

Bbox Bbox Bbox
Class Class Class
Regions of
P 2 2
Interest (Rols) 5 5 5

from a proposal &

Per-Region Network

@)
b Crop + Resize features

method /27/ : /Mlmage features

“Backbone”

network:
AlexNet, VGG,
ResNet, etc

ConvNet

Run whole image

through ConvNet

How to crop
features?

60



Recall: Receptive Fields

Every position in the

output feature map

depends on a 3x3

receptive field in the input

3x3 Conv

Stride 1, pad 1

Input Image: 8 x 8 Output Image: 8 x 8

f bzzzz,:[@




Recall: Receptive Fields

Input Image: 8 x 8

| bttfﬂ_a

Every position in the
output feature map
depends on a 3x3
receptive field in the input

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8

62



Recall: Receptive Fields

Every position in the

output feature map
depends on a 5x5

receptive field in the input

3x3 Conv 3x3 Conv
Stride 1, pad 1 Stride 1, pad 1

Input Image: 8 x 8 Output Image: 8 x 8

f bzzzz,:[@



Recall: Receptive Fields

Moving one unit in the
output space also moves
the receptive field by one

3x3 Conv
Stride 1, pad 1

3x3 Conv
Stride 1, pad 1

Input Image: 8 x 8

| bt;:,;n;»

Output Image: 8 x 8

64



Recall: Receptive Fields

(1,1)

Input Image: 8 x 8

| bttfﬂ_a

Moving one unit in the
output space also moves
the receptive field by one

(0, 0)

3x3 Conv
Stride 1, pad 1

3x3 Conv
Stride 1, pad 1

There is a correspondence

between the coordinate
system of the input and
the coordinate system of

the output

Output Image: 8 x 8

(1, 1)

65



Projecting Points

(0, 0)

We can align arbitrary
/3, 1 points between coordinate
system of input and output

3x3 Conv 3x3 Conv
Stride 1, pad 1 Stride 1, pad 1

There is a correspondence

between the coordinat
svstem of the input and

the coordinate system of

1,1
Input Image: 8x8 ' the output Output Image: 8 x 8

(1, 1)

| bz;:,;[@ »



Projecting Points

Same logic holds for more complicated
CNNs, even if spatial resolution of
input and output are different

(0, 0)

We can align arbitrary
points between coordinate
system of input and output

3x3 Conv 2x2 MaxPool
Stride 1, pad 1 Stride 2

There is a correspondence
between the coordinate
ystem of the input and
the coordinate system of

(1, 1) 1,1
Input Image: 8 x 8 = =/ the output Output Image: 8 x 8 (1,1)

L
/
s
5

67



Projecting Points

Same logic holds for more complicated
CNNs, even if spatial resolution of
input and output are different

(0, 0)

We can align arbitrary
/3, 1/8) points between coordinate
system of input and output

3x3 Conv 4x4 MaxPool
Stride 1, pad 1 Stride 4

There is a correspondence
between the coordinat
system of the input and
the coordinate system of

, , 1,1
Input Image: 8x8 ' the output Output Image: 8 x 8 (1,1)

| 683



Projecting Points

We can use this idea to project
bounding boxes between an

input image and a feature ma
(0,0) LT P

We can align arbitrary
points between coordinate
system of input and output

3x3 Conv 4x4 MaxPool
Stride 1, pad 1 Stride 4

There is a correspondence
between the coordinate
system of the input and
the coordinate system of

the output Output Image: 8 x 8

(1, 1) (1, 1)

Input Image: 8 x 8

l DiipReb }



Cropping Features: Rol Poo

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

| PEE{?"—S) Girshick, “Fast R-CNN”, ICCV 2015. 70



Cropping Features: Rol Pool

Project proposal
onto features

N

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

DEEpREbE Girshick, “Fast R-CNN”, ICCV 2015. g



Cropping Features: Rol Pool

“Snap” to

\ grid cells

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

| PEE{?"—S) Girshick, “Fast R-CNN”, ICCV 2015. 72



Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)

\ grid cells equal subregions

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

| PEEP"—S) Girshick, “Fast R-CNN”, ICCV 2015. 73



Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)

\ grid cells equal subregions

Max-pool within
each subregion

Project proposal
onto features

Region features
(here 512 x 2 x 2;
In practice 512x7x7)

Image features

(e.g. 3 x 640 x 480) (e.g.512 x 20 X 15) Region features always the

same size even if input
regions have different sizes!

| ”EE{’"—S) Girshick. “Fast R-CNN”. ICCV 2015. ’



Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)

\ grid cells equal subregions

Max-pool within
each subregion

Project proposal
onto features

Region features
(here 512 x 2 x 2;
In practice 512x7x7)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) Region features always the

Problem: Slight misalignment due to >dMme size cven it inpyt
snapping; different-sized subregions is weird  F€810NS have different sizes!

| btt{?@ Girshick, “Fast R-CNN”, ICCV 2015. 75



Cropping Features: Rol Align

(e.g. 3 x 640 x 480)

| btt,;ﬂ_a

onto features

Project proposal

Divide into equal-sized subregions
(may not be aligned to grid!)

No “snapping”!

Want features for the

box of a fixed size

(2x2 in this example,

7x7 or 14x14 in practice)

Image features
(e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015. 76



Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

Project proposal
onto features

No “snapping”!  Sample features at
\ regularly-spaced points
in each subregion using
bilinear interpolation

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

I btk,?@ He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

Project proposal
onto features

No “snapping”!  Sample features at
\ regularly-spaced points
in each subregion using
bilinear interpolation

_ fe,s 75
® @
£6.5,5.8
@ @

\\ 6)6 7,6
fry =2. - fijmax(0,1 — \x—xi\)max(O,l— ‘y—ij ~
L=l Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

I DEEP@ He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

Project proposal
onto features

No “snapping”!  Sample features at
\ regularly-spaced points

in each subregion using
ofge [ ] [ ]
; bilinear interpolation
RN -7 f f
e 7 6,5 7,5
¥ @ @
7
CNN -
At W
Gl L 6.5,5.8
«'\J i‘.i:"-“"-“ V ‘\4 N'¢ AN \'{‘}.‘ :‘\- A .:: \i ‘_ »\{\:\_ \.‘ _‘,/‘-\' ~
' Y f; 6
fay =) fijmax(0,1— [x —x;|) max(0,1 — [y — y;]) ~ L% ,
L]

Feature f,, for point (x, y) is a
— %k %k 3 % Xy
f6-5,5-8 B (f6,5 0.5%0.2) + (f7,5 0.5%0.2) linear combination of features
+(fg6* 0.5 *0.8) +(f; 6 * 0.5 * 0.8) at its four neighboring grid cells:

I DEEP@ He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

Project proposal
onto features

No “snapping”!  Sample features at
\ regularly-spaced points

in each subregion using
bilinear interpolation

JEIN 1 e f75
/// ‘ ‘
0.8
05 l6.5,5.8
B4 f. ‘f
fry = fl] max(O 1 —|x—x;])max(0,1— |y —y;]) >~ 6,6 7,6
Feature f,, for point (x, y) is a
fo55.8 = (f65*05*02)+(f75*05 0.2) . Y

linear combination of features
+ (fg6™ 0.5 *0.8) + (f;* 0.5 * 0.8) at its four neighboring grid cells:

I btk,?h@ He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

Project proposal
onto features

\No “snapping”!  Sample features at
regularly-spaced points

in each subregion using
bilinear interpolation

7

7 e

~N
~N
~N

fx -y fu maX(O 1 —|x — ;) max(0,1 - |y —y;]) S f6’6
“J Feature f,, for point (x, y) is a
fe. 5,5.8 (f6 5 ©0.5%0.2)+ (f7 5 *0.57%0.2) linear con:bination of features
T (f66 *0.5*0.8) +(f;6* 0.5 * 0.8) at its four neighboring grid cells:
I btt,? He et al, “Mask R-CNN”, ICCV 2017
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Cropping Features: Rol Align

No “snapping”!  Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

7

Project proposal
onto features

L - fe,5 f5
Px @ @

6.5.5.8
0.2 U2
S ‘ ®

~N
~N

fry = fl] maX(O 1 — |x — x;|) max(0,1 — |y — y;|) >~ 6,6 7,6

~

Feature f,, for point (x, y) is a
f. 5,5.8 (f65 ©0.5%0.2)+ (f7 5 ©0.5%0.2) linear con:bination of features
T (f6 6  0.5%0.8)+(f;*0.5*0 §) at its four neighboring grid cells:
DrE He et al, “Mask R-CNN”, ICCV'2017
prEs

32



Cropping Features: Rol Align

No “snapping”!  Sample features at
regularly-spaced points
in each subregion using

s bilinear interpolation

L - f6,5 f75
Px ® @

Project proposal
onto features

Ny 'Q‘ ‘-" X A ] . : :“;A[." A ‘ N "“'\ A SEA A R
AN U RN A SR A R AL S ey
\:‘ \,l‘n\v,'-.r'; ’ \:. AAKER Lo W S LSBTGS 8 ,‘".\,f- ) ~N

e NG ACR {\\' Qs e ) Ta st SN . ) e

Vo SEETAL Y St A & R SR Yt ANOARN YT el o

.*’ ) ¥ \\' - SN 19 > A {': R~ \& | \"\'\ .—’/ \’ \\ f

~ 6,6
N ’
foov = fi imax(0,1 — |x — x;|) max(0,1 — |y — y;]) <
y Jij

L Feature f,, for point (x, y) is a
_ * * * * Xy ’
1:6-5,5-8 B (f6,5 0.5%0.2) + (f7,5 0.5%0.2) linear combination of features

+(fg6* 0.5 %0.8) + (f; 6™ 0.5 * 0.8) at its four neighboring grid cells:
I PEEPU@@LS) e et al, “Mask R-CNN”. ICCV201 7 )



Cropping Features: Rol Align

No “snapping”!  Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

Project proposal
onto features

After sampling, max-
pool in each subregion

Region features
(here 512 x 2 x 2;

In practice e.g 512 x7 x 7)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

34

I DEEP@ He et al, “Mask R-CNN”, ICCV 2017



Fast R-CNN vs “Slow™ R-CNN

Fast R-CNN: Apply differentiable
cropping to shared image features

Regions of
Interest (Rols)
from a proposal
method

Category and box

Z
O

A X

Z
@)

Bbox Bbox Bbox
Class Class Class
P P P

Z

“Backbone”
network:

AlexNet, VGG,

ResNet, etc

transform per region

Per-Region Network

o
b Crop + Resize features

mage features

Y, f' . 4

ConvNet

Run whole image
through ConvNet

“Slow” R-CNN: Apply differentiable
cropping to shared image features

Bbox || Class

Bbox | | Class L}
5
Bbox C:‘SS Conv Forward each
Conv Net region through
Net ConvNet
Conv
Net ﬁ Warped image
ﬁ regions (224x224)

,,!'«*:,;%_—_'_' Regions of

| | & ‘-/Li: Interest (Rol)

image 4 .f__,_,,_,-\- A from a proposal
. . /e method (~2k)

85



Fast R-CNN vs “Slow™ R-CNN

. Test time (seconds)
Tral n I ng tl me (HOU rS) B Including Region propos... [ Excluding Region Propo...

R-CNN R-CNN

SPP-Net
SPP-Net

Fast R-CNN 8.75

Fast R-CNN
0 25 50 75 100

60

Glrshlck et al, “Rich feature hierarchies for accurate object detection ar

| btz,;

He et al. “Spatial pvramid poolina in deep convolutional networks for vi



Fast R-CNN vs “Slow™ R-CNN

. Test time (seconds)
Tral n I ng tl me (HOU rS) B Including Region propos... [ Excluding Region Propo...

R-CNN R-CNN

SPP-Net

SPP-Net

Fast R-CNN 8.75

Problem: Runtime
Fast R-CNN 3 —
0 25 50 75 100 0. 32 dominated by region

proposals

60

Glrshlck et al, “Rich feature hierarchies for accurate object detection ar

| btz,;

He et al. “Spatial pvramid poolina in deep convolutional networks for vi



Fast R-CNN vs “Slow™ R-CNN

Test time (seconds)

Training time (HOUI'S) B Including Region propos... [ Excluding Region Propo...
R-CNN R-CNN
SPP-Net
SPP-Net
Fast R-CNN 8.75 .
= ,2 . Problem: Runtime
Fast R-CNN - . :
o o5 - - 100 0.32 dominated by region

proposals

0

Recall: Region proposals computed by
heuristic “Selective search” algorithm on
CPU — let’s learn them with a CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.

60

| bzzpn_a

He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014 38
Girshick, “Fast R-CNN”, ICCV 2015



DR

Faster R-CNN: Learnable Region Proposals

Insert Region Proposal

Network (RPN) to predict
proposals from features it Mpmnng
proposzV
Otherwise same as Fast R-CNN: Region Proposal Network 0
Crop features for each proposal, R H
classify each one
M 2 /

f bzzzz,:[@



Region Proposal Network (RPN)

Run backbone CNN to get
features aligned to input image

=8 . 11

- Image ' " Image featufes
(e.g. 3 x 640 x 480) (e.g.512 x5 x 6)

l bzt P@%t al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
20



Region Proposal Network (RPN)

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

i W@‘Mx b
Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x5 x 6)

l DiipReb )



Region Proposal Network (RPN)

Imagine an anchor box

of fixed size at each
Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

Ipu Image o Iag features
(e.g. 3 x 640 x 480) (e.g. 512 x5 x 6)

I DiipReb §



Region Proposal Network (RPN)

Imagine an anchor box

of fixed size at each
Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

Ipu Image o Iag features
(e.g. 3 x 640 x 480) (e.g. 512 x5 x 6)

I DiipReb §



Region Proposal Network (RPN)

Imagine an anchor box

of fixed size at each
Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

.‘ pu mage o Iag features
(e.g. 3 x 640 x 480) (e.g. 512 x5 x 6)

l DiipReb )



Region Proposal Network (RPN)

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map
features aligned to input image to a point in the input

\

CNN
/ ‘ / 5 M.
r— Q Classify each anchor as
nput Image Image features o _
(e.g. 3 x 640 x 480) (e.g. 512 x5 x 6) positive (object) or

negative (no object)

l DiipReb §



Region Proposal Network (RPN)

Imagine an anchor box

of fixed size at each
Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

SRR RN Y —— Classify each anchor as
nput Image Image eatures

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positi.ve (object.) or
negative (no object)

l DiipReb )



Region Proposal Network (RPN)

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map
features aligned to input image to a point in the input

RO NOR Y e Classify each anchor as
nput Image Image eatures

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positi.ve (object.) or
negative (no object)

l DiipReb i



Run backbone CNN to get
features aligned to input image

(e.g. 3 x 640 x 480)

| bttr[@@‘@" et al,

Region Proposal Network (RPN)

Predict object vs not object
scores for all anchors with

Each fe.atu.re corr.esponds a conv layer (512 input
to a point in the input filters, 2 output filters)
Anchor is
B object?
2X5x6
Conv
/

Classify each anchor as
positive (object) or
negative (no object)

“Faster R-NN: Towards Real-Time Object Detection with Rec

e
(e.g. 512 x5 x 6)



Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input
\
CNN
MR TN . R RIS S‘ d‘f,z zﬁ\“&
nput Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x5 x 6)

| bzzfn_a

Region Proposal Network (RPN)

For positive anchors, also
predict a transform that
converting the anchor to

the (like R-CNN)
Anchor is
B object?
2X5x6
Conv
/

Classify each anchor as
positive (object) or
negative (no object)

99



Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

| Imagé featu res
(e.g. 3 x 640 x 480) (e.g. 512 x5 x 6)

nput Image

| bzzfn_a

Region Proposal Network (RPN)

For positive anchors, also
predict a transform that
converting the anchor to
(like R-CNN)

the

\

Conv

o

ﬁ

Anchor is
object?
2X5x6

Anchor

transforms
4X5x6

Classify each anchor as
positive (object) or
negative (no object)

100



Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors

features aligned to input image to a point in the input with different size and scale
(here K = 6)

Anchor is
object?
e —
2KX5x6

\

Conv

Anchor
e —

— transforms
4K X5 x 6

- Iage featu res
(e.g. 3 X 640 x 480) (e.g. 512 x5 x 6)

l DiipRolb



Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K = 6)
Anchor is
\ )
object?
e —
2Kx5x6
Conv
Anchor
e —
— transforms
v Image features During training, supervised
(e.g. 3 X 640 x 480) (e.8. 512 x5 x 6) positive / negative anchors and

box transforms like R-CNN

l DiipRolb



Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

/]

- N Iage features
(e.g. 3 X 640 x 480) (e.g. 512 x5 x 6)

| bztrﬂ_a

Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead
consider K different anchors

with different size and scale
(here K= 6)

Anchor i
——— nc. or is
object?
e —
2KX5x6
Conv
Anchor
e —
— transforms
4K x5 x 6

Positive anchors: >= 0.7 loU with
some GT box (plus highest loU to
each GT)

103



Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors

features aligned to input image to a point in the input with different size and scale
(here K = 6)

Anchor is
object?
e —_
2KX5x6

\

Conv

Anchor
e —_

— transforms
4K X5 x 6

Image features Negative anchors: < 0.3 loU with

(e.8. 3 x 640 x 480) (e.8. 512 x5x 6) all GT boxes. Don’t supervised
transforms for negative boxes.

lbzzpﬂ_a



Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

/]

v e
(e.g. 3 x 640 x 480) (e.g. 512 x5 x 6)

| bzl:,;ﬂ_a

Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead
consider K different anchors

with different size and scale
(here K = 6)

Anchor is
object?
e —
2KX5x6

\

Conv
Anchor
e —

- — transforms
4K X5 x 6

Neutral anchors: between 0.3
and 0.7 loU with all GT boxes:
ignored during training

105



Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K = 6)
Anchor is
\ .
object?
e —
2Kx5x6
Conv
Anchor
e —
o _ - transforms
R T 4Kx5x6
- Image features At test-time, sort all K*5*6 boxes
(e.g. 3 X 640 x 480) (e.8. 512 x5 x 6) by their positive score, take top

300 as our region proposals

l DiipRolb



bR

Faster R-CNN: Learnable Region Proposals

Jointly train four losses:

1. RPN classification: anchor box is object / not

an object

2. RPN regression: predict transform from
anchor box to proposal box

3. Object classification: classify proposals as
background / object class

4. Object regression: predict transform from
proposal box to object box

f bzzzzfn;»

> oo a|s/

Region Proposal Network 5>

CNN

Y 4

Y C AR =g



Faster R-CNN: Learnable Region Proposals

R-CNN Test-Time Speed (s)

R-CNN

SPP-Net

Fast R-CNN 2.3

Faster R-CNN| 0.2

0 15 30 45

DrrpiEeb



Extend Faster R-CNN
to Image Segmentation: Mask R-CNN

= Object Instance

Segmentation

l DiipRolb



Extend Faster R-CNN
to Instance Segmentation: Mask R-CNN

Instance Segmentation

Detect all objects in the image and
identify the pixels that belong to
each object (Only things!)

Approach

Perform object detection then
predict a segmentation mask for
each object detected!

| bzzfn_a
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Extend Faster R-CNN into Mask R-CNN

Faster R-CNN

1. Feature Extraction at the image-level

2. Regions of Interest proposal from
feature map

3. In Parallel N /
proposals

1 = ObjeCt ClaSSificatiOn: CIaSS|fy Region Proposal Network

prOpOsaIS feature mapw

2. Object regression: predict transforr
from proposal box to object box R 4

T AR = A

' bZEE Pn et al, “Faster R-CNN: Towards Real-Time Object Detection with R

I P Y . Y a Y B == ™ _ _ A" L. 1.
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Extend Faster R-CNN into Mask R-CNN

Faster R-CNN
Mask R-CNN

1. Feature Extraction at the image-level
2. Regions of Interest proposal from

Mask

| _~"Prediction
feature map

lose oression los: Mpooling
3- In Pa ra"el K 47 A 4
</

A Y propOSa|S/ 4
a. Object Classification: classify —

Region Proposal Network .
proposals
feature map

b. Object Regression: predict transform
from proposal box to object box P

=T 77

c. Mask Prediction: predict a binary
' mask for every region

bgzz,;[@ He et al., “Mask R-CNN”, ICCV 2017 .



Mask R-CNN

Classification Scores: C
— Box coordinates (per class):
4 *C
/
/]
¥ % “BnY
> //// // //// > /// >
//// g //; //;
/;/ Rol Align| [ Conv| (/)" Conv
/
256x14x14 256x14x14

Predict a mask for
each of C classes:
Cx28 x28

l btzf@@[@et al., “Mask R-CNN”, ICCV 2017 113



Mask R-CNN: Very Good Results!
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DR

Mask R-CNN for Human Pose Estimation

Magle RfrBlNxtraction at the Image-level
2. Regions of Interest proposal from e | g roreson

feature map
A —

3. In Parallel
y N

a. Object Classification: classify pp/ ~y /
propcsals Region Proposal Networfvﬁ
b. Object Regression: predict transform S

from proposal box to object box

c. Mask Prediction: predict a binary PR 4
mask for every region

d. Keypoint Prediction: predlct binary

'ﬁgﬁlﬂ@@[@a T PRiAsk R-CNN”. ICCV 2017
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Mask R-CNN for Human Pose Estimation

Classification Scores: C
> Box coordinates (per class): 4 * C
Segmentation mask: C x 28 x 28

One mask for each of
the K different keypoints

/
// Left ankle Right ankle
y
ivd %
yd | ///
> //// // /// >
CNN T i
1/ Rol Align /// Conv...
+RPN 2 . .
Keypoint masks:
256x 14 x 14 Kx56x56

III

Ground-truth has one “pixel” turned on
per keypoint. Train with softmax loss

| bttf@@q@et al.. “Mask R-CNN”, ICCV 2017
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Mask R-CNN for Human Pose Estimation

' bﬁkf@@[@et al.. “Mask R-CNN”, ICCV 2017 117



Two Stage vs One Stage Detectors

Faster R-CNN is a two-stage object detector

BIE) blagc. AU UIMCE Ol illlagc — ——
y __~ 4

gressionloss | A <o rofine
* Backbone Network — ——

proposals
O RacdiatDuowrnAnsal DdNMakwnavlc vA At A

W S IO TIIOF "I IRAUNY WOl MU NIV | VNIl ]

Region Proposal Network AN

e 4

* Prediction bbox offset 4 y 4

St . 7

* Crop features: Rol pool / align

feature map

* Predict Object Class

' bElE Pn et al, “Faster R-CNN: Towards Real-Time Object Detection with R

I P Y . Y a Y B == ™ _ _ A" L. 1
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