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Recap: Image Classification

2

PROPS dataset



Recap: Image Classification
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MNIST dataset

Labels

4 1 0
7 8 1
2 7 1



Recap: K Nearest Neighbor
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PROPS dataset



KNN Pseudocode
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1. Load training and testing data

2. Choose Hyperparameters (K=?)

3. For each point (image) in test data:

 find the distance to all training data points

 store the distance and sort it

 choose the first K points

 assign a class to the test image based on the majority of the classes

       End



KNN – Some things to note
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1. Hyperparameters: choose from k_choices

2. Cross-validation  (e.g., 5-fold validation)

First, split the data into folds        torch.chunk
Then, use all but one fold for train and one fold for validation



Setting Hyperparameters
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Problem—Curse of Dimensionality
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Curse of dimensionality: For uniform coverage of space, number 
of training points needed grows exponentially with dimension

2!"x!" ≈ 10!#$



K-Nearest Neighbors: Seldomly Used on Raw Pixels
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Very slow at test time

Distance metrics on pixels are not informative

Both images have same L2 distance to the original



Recap: Linear Classifier 
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Algebraic Viewpoint



Recap: Linear Classifier 
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Visual Viewpoint “stretch rows of W into images”



Recap: Linear Classifier 
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Geometric Viewpoint



Recap—Linear SVM
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Training Data

Hyperplane



What if there are misclassifications?
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Hinge Loss  (soft margin) Overfitting



Back to SVM…
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Training Data

Hyperplane

Maximize !
" Minimize %"



Loss Functions Quantify Preferences
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Q: How do we find the best W,b?

+λ !
"



Loss Functions Quantify Preferences

17+C ! ^"
"

Q: Low or High regularization?
Q: Low or High regularization?



General Case: Adding Regularization Term
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Regularization: Example
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Regularization: Expressing Preference
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How to find a good W*?
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Optimization
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The valley image and the walking man image are in CC0 1.0 public domain

http://maxpixel.freegreatpicture.com/Mountains-Valleys-Landscape-Hills-Grass-Green-699369
https://www.publicdomainpictures.net/en/free-download.php?image=walking-man&id=139314
https://creativecommons.org/publicdomain/zero/1.0/


Idea #1: Random Search (bad idea!)
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15.5 % accuracy on CIFAR-10! 
not bad but not great… (SOTA is ~95%)

Idea #1: Random Search (bad idea!)



Idea #2: Follow the slope
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The valley image and the walking man image are in CC0 1.0 public domain

http://maxpixel.freegreatpicture.com/Mountains-Valleys-Landscape-Hills-Grass-Green-699369
https://www.publicdomainpictures.net/en/free-download.php?image=walking-man&id=139314
https://creativecommons.org/publicdomain/zero/1.0/


Idea #2: Follow the slope
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“gradient descent”
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Current W: Gradient 
!"
!#

[0.34,
-1.11,
0.78,
0.12,
0.55,
2.81,
-3.1,
-1.5,
0.33, …]
loss 1.25347

[?,
?,
?,
?,
?,
?,
?,
?,
?, …]

Example:
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Current W: Gradient 
!"
!#

[0.34,
-1.11,
0.78,
0.12,
0.55,
2.81,
-3.1,
-1.5,
0.33, …]
loss 1.25347

[?,
?,
?,
?,
?,
?,
?,
?,
?, …]

W + h (first dim):

[0.34 + 0.0001,
-1.11,
0.78,
0.12,
0.55,
2.81,
-3.1,
-1.5,
0.33, …]
loss 1.25322
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Current W: Gradient 
!"
!#

[0.34,
-1.11,
0.78,
0.12,
0.55,
2.81,
-3.1,
-1.5,
0.33, …]
loss 1.25347

[-2.5,
?,
?,
?,
?,
?,
?,
?,
?, …]

W + h (second dim):

[0.34,
-1.11 + 0.0001,
0.78,
0.12,
0.55,
2.81,
-3.1,
-1.5,
0.33, …]
loss 1.25353



Computing Gradients
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• Numeric gradient: approximate, slow, easy to write
• Analytic gradient: exact, fast, error-prone

In practice: Always use analytic gradient, but check implementation 
with numerical gradient. This is called a gradient check.



Computing Gradients
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• Numeric gradient: approximate, slow, easy to write
• Analytic gradient: exact, fast, error-prone



Computing Gradients
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• Numeric gradient: approximate, slow, easy to write
• Analytic gradient: exact, fast, error-prone



Gradient Descent
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• Iteratively step in the direction of the negative gradient (direction of local 
steepest descent)

Hyperparameters:
- Weight initialization method
- Number of steps
- Learning rate

Negative gradient 
direction

Original W



Gradient Descent
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• Iteratively step in the direction of the negative gradient (direction of local 
steepest descent)

Hyperparameters:
- Weight initialization method
- Number of steps
- Learning rate

Original W

Final W



Batch Gradient Descent
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Stochastic Gradient Descent (SGD)
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Stochastic Gradient Descent (SGD)

37



Interactive Web Demo
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http://vision.stanford.edu/teaching/cs231n-demos/linear-classify/

http://vision.stanford.edu/teaching/cs231n-demos/linear-classify/


Problems with SGD
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What if loss changes quickly in one direction and slowly in another?
What does gradient decent do?

Loss function has high condition number: ratio of largest to smallest singular value of 
the Hessian matrix is large



Problems with SGD
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What if loss changes quickly in one direction and slowly in another?
What does gradient decent do?

Loss function has high condition number: ratio of largest to smallest singular value of 
the Hessian matrix is large

Very slow progress along shallow dimension, jitter along steep 
direction



Problems with SGD
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What if the loss function has a 
local minimum or saddle point?



Problems with SGD
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What if the loss function has a 
local minimum or saddle point?

Zero gradient, gradient descent gets stuck



Problems with SGD
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What if the loss function has a 
local minimum or saddle point?

Batched gradient descent always 
computes same gradients

SGD computes noisy gradients, 
may help to escape saddle points



SGD + Momentum
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SGD + Momentum

45Sutskever et al, “On the importance of initialization and momentum in deep learning,” ICML 2013

SGD SGD+Momentum

Local Minima Saddle Points

Poor Conditioning

Gradient Noise



SGD + Momentum
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Momentum update:

Velocity
Actual step

Combine gradient at current point 
with velocity to get step used to 
update weights

Nesterov Momentum

Velocity

Actual step

Gradient

“Look ahead” to the point where updating 
using velocity would take us; compute 
gradient there and mix it with velocity to get 
actual update direction

Gradient
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