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Today’s Agenda
• The importance of reading papers

• How to approach research papers in deep learning

• Discussion of AlexNet, PoseCNN and NeRF
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Reading Papers is an Important Skill
• Applied Side
• Practitioners want state of the art performance
• Look to academia for what exists and how it can be replicated

• Research Side
• Understand the field as a way to find ideas for contributing
• New datasets, techniques, methods defined by research community 
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State of the Art is Always Changing
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Where to Look for Deep Learning Papers in Robotics?

5iROS is in Detroit this year!

https://iros2022.org
https://corl2022.org
https://www.icra2022.org
https://www.science.org/journal/scirobotics
https://ieee-iros.org
https://ieee-iros.org
https://roboticsconference.org/2022/
https://ieeexplore.ieee.org/xpl/aboutJournal.jsp?punumber=7083369


Where to Look for Deep Learning Papers in Robotics?
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https://arxiv.org/


Publishing Never Stops
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Publishing Never Stops
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>190 new papers 
in the last 24 hours 



How to Read Deep Learning Research Papers?
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Everyone develops their own style over time



Questions I Consider When Reading a Paper
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Questions I Consider When Reading a Paper
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What is the primary field and subfield of the work?
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What is the primary field and subfield of the work?

What problem are the authors trying to address?
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What is the primary field and subfield of the work?
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Questions I Consider When Reading a Paper
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What is the primary field and subfield of the work?

What problem are the authors trying to address?

What are the primary claims and contributions?

What are the key results?

What progress have other researchers made on this problem?

How were these results achieved? Using which techniques evaluated under 
which methods?



Questions I Consider When Reading a Paper
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What is the primary field and subfield of the work?

What problem are the authors trying to address?

What are the primary claims and contributions?

What are the key results?

What progress have other researchers made on this problem?

How were these results achieved? Using which techniques evaluated under 
which methods?

What problems, questions, or findings could be expanded on as 
future work?



Discussion: AlexNet
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ImageNet Classification with Deep Convolutional
Neural Networks

Alex Krizhevsky
University of Toronto

kriz@cs.utoronto.ca

Ilya Sutskever
University of Toronto

ilya@cs.utoronto.ca

Geoffrey E. Hinton
University of Toronto

hinton@cs.utoronto.ca

Abstract

We trained a large, deep convolutional neural network to classify the 1.2 million
high-resolution images in the ImageNet LSVRC-2010 contest into the 1000 dif-
ferent classes. On the test data, we achieved top-1 and top-5 error rates of 37.5%
and 17.0% which is considerably better than the previous state-of-the-art. The
neural network, which has 60 million parameters and 650,000 neurons, consists
of five convolutional layers, some of which are followed by max-pooling layers,
and three fully-connected layers with a final 1000-way softmax. To make train-
ing faster, we used non-saturating neurons and a very efficient GPU implemen-
tation of the convolution operation. To reduce overfitting in the fully-connected
layers we employed a recently-developed regularization method called “dropout”
that proved to be very effective. We also entered a variant of this model in the
ILSVRC-2012 competition and achieved a winning top-5 test error rate of 15.3%,
compared to 26.2% achieved by the second-best entry.

1 Introduction

Current approaches to object recognition make essential use of machine learning methods. To im-
prove their performance, we can collect larger datasets, learn more powerful models, and use bet-
ter techniques for preventing overfitting. Until recently, datasets of labeled images were relatively
small — on the order of tens of thousands of images (e.g., NORB [16], Caltech-101/256 [8, 9], and
CIFAR-10/100 [12]). Simple recognition tasks can be solved quite well with datasets of this size,
especially if they are augmented with label-preserving transformations. For example, the current-
best error rate on the MNIST digit-recognition task (<0.3%) approaches human performance [4].
But objects in realistic settings exhibit considerable variability, so to learn to recognize them it is
necessary to use much larger training sets. And indeed, the shortcomings of small image datasets
have been widely recognized (e.g., Pinto et al. [21]), but it has only recently become possible to col-
lect labeled datasets with millions of images. The new larger datasets include LabelMe [23], which
consists of hundreds of thousands of fully-segmented images, and ImageNet [6], which consists of
over 15 million labeled high-resolution images in over 22,000 categories.

To learn about thousands of objects from millions of images, we need a model with a large learning
capacity. However, the immense complexity of the object recognition task means that this prob-
lem cannot be specified even by a dataset as large as ImageNet, so our model should also have lots
of prior knowledge to compensate for all the data we don’t have. Convolutional neural networks
(CNNs) constitute one such class of models [16, 11, 13, 18, 15, 22, 26]. Their capacity can be con-
trolled by varying their depth and breadth, and they also make strong and mostly correct assumptions
about the nature of images (namely, stationarity of statistics and locality of pixel dependencies).
Thus, compared to standard feedforward neural networks with similarly-sized layers, CNNs have
much fewer connections and parameters and so they are easier to train, while their theoretically-best
performance is likely to be only slightly worse.
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https://papers.nips.cc/paper/2012/hash/c399862d3b9d6b76c8436e924a68c45b-Abstract.html
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PoseCNN: A Convolutional Neural Network for 6D
Object Pose Estimation in Cluttered Scenes

Yu Xiang1,2, Tanner Schmidt2, Venkatraman Narayanan3 and Dieter Fox1,2
1NVIDIA Research, 2University of Washington, 3Carnegie Mellon University

yux@nvidia.com, tws10@cs.washington.edu, venkatraman@cs.cmu.edu, dieterf@nvidia.com

Abstract—Estimating the 6D pose of known objects is impor-

tant for robots to interact with the real world. The problem is

challenging due to the variety of objects as well as the complexity

of a scene caused by clutter and occlusions between objects. In

this work, we introduce PoseCNN, a new Convolutional Neural

Network for 6D object pose estimation. PoseCNN estimates the

3D translation of an object by localizing its center in the image

and predicting its distance from the camera. The 3D rotation

of the object is estimated by regressing to a quaternion repre-

sentation. We also introduce a novel loss function that enables

PoseCNN to handle symmetric objects. In addition, we contribute

a large scale video dataset for 6D object pose estimation named

the YCB-Video dataset. Our dataset provides accurate 6D poses

of 21 objects from the YCB dataset observed in 92 videos with

133,827 frames. We conduct extensive experiments on our YCB-

Video dataset and the OccludedLINEMOD dataset to show that

PoseCNN is highly robust to occlusions, can handle symmetric

objects, and provide accurate pose estimation using only color

images as input. When using depth data to further refine the

poses, our approach achieves state-of-the-art results on the chal-

lenging OccludedLINEMOD dataset. Our code and dataset are

available at https://rse-lab.cs.washington.edu/projects/posecnn/.

I. INTRODUCTION

Recognizing objects and estimating their poses in 3D has
a wide range of applications in robotic tasks. For instance,
recognizing the 3D location and orientation of objects is
important for robot manipulation. It is also useful in human-
robot interaction tasks such as learning from demonstration.
However, the problem is challenging due to the variety of
objects in the real world. They have different 3D shapes,
and their appearances on images are affected by lighting
conditions, clutter in the scene and occlusions between objects.

Traditionally, the problem of 6D object pose estimation is
tackled by matching feature points between 3D models and
images [20, 25, 8]. However, these methods require that there
are rich textures on the objects in order to detect feature
points for matching. As a result, they are unable to handle
texture-less objects. With the emergence of depth cameras,
several methods have been proposed for recognizing texture-
less objects using RGB-D data [13, 3, 2, 26, 15]. For template-
based methods [13, 12], occlusions significantly reduce the
recognition performance. Alternatively, methods that perform
learning to regress image pixels to 3D object coordinates in
order to establish the 2D-3D correspondences for 6D pose
estimation [3, 4] cannot handle symmetric objects.

In this work, we propose a generic framework for 6D object
pose estimation where we attempt to overcome the limitations

Fig. 1. We propose a novel PoseCNN for 6D object pose estimation, where
the network is trained to perform three tasks: semantic labeling, 3D translation
estimation, and 3D rotation regression.

of existing methods. We introduce a novel Convolutional
Neural Network (CNN) for end-to-end 6D pose estimation
named PoseCNN. A key idea behind PoseCNN is to decouple
the pose estimation task into different components, which
enables the network to explicitly model the dependencies
and independencies between them. Specifically, PoseCNN
performs three related tasks as illustrated in Fig. 1. First, it
predicts an object label for each pixel in the input image.
Second, it estimates the 2D pixel coordinates of the object
center by predicting a unit vector from each pixel towards the
center. Using the semantic labels, image pixels associated with
an object vote on the object center location in the image. In
addition, the network also estimates the distance of the object
center. Assuming known camera intrinsics, estimation of the
2D object center and its distance enables us to recover its
3D translation T. Finally, the 3D Rotation R is estimated by
regressing convolutional features extracted inside the bounding
box of the object to a quaternion representation of R. As we
will show, the 2D center voting followed by rotation regression
to estimate R and T can be applied to textured/texture-less
objects and is robust to occlusions since the network is trained
to vote on object centers even when they are occluded.

Handling symmetric objects is another challenge for pose
estimation, since different object orientations may generate
identical observations. For instance, it is not possible to
uniquely estimate the orientation of the red bowl or the wood
block shown in Fig. 5. While pose benchmark datasets such as
the OccludedLINEMOD dataset [17] consider a special sym-
metric evaluation for such objects, symmetries are typically
ignored during network training. However, this can result in
bad training performance since a network receives inconsistent
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NeRF: Representing Scenes as

Neural Radiance Fields for View Synthesis

Ben Mildenhall1? Pratul P. Srinivasan1? Matthew Tancik1?

Jonathan T. Barron2 Ravi Ramamoorthi3 Ren Ng1

1UC Berkeley 2Google Research 3UC San Diego

Abstract. We present a method that achieves state-of-the-art results
for synthesizing novel views of complex scenes by optimizing an under-
lying continuous volumetric scene function using a sparse set of input
views. Our algorithm represents a scene using a fully-connected (non-
convolutional) deep network, whose input is a single continuous 5D coor-
dinate (spatial location (x, y, z) and viewing direction (✓,�)) and whose
output is the volume density and view-dependent emitted radiance at
that spatial location. We synthesize views by querying 5D coordinates
along camera rays and use classic volume rendering techniques to project
the output colors and densities into an image. Because volume rendering
is naturally di↵erentiable, the only input required to optimize our repre-
sentation is a set of images with known camera poses. We describe how to
e↵ectively optimize neural radiance fields to render photorealistic novel
views of scenes with complicated geometry and appearance, and demon-
strate results that outperform prior work on neural rendering and view
synthesis. View synthesis results are best viewed as videos, so we urge
readers to view our supplementary video for convincing comparisons.

Keywords: scene representation, view synthesis, image-based render-
ing, volume rendering, 3D deep learning

1 Introduction

In this work, we address the long-standing problem of view synthesis in a new
way by directly optimizing parameters of a continuous 5D scene representation
to minimize the error of rendering a set of captured images.

We represent a static scene as a continuous 5D function that outputs the
radiance emitted in each direction (✓,�) at each point (x, y, z) in space, and a
density at each point which acts like a di↵erential opacity controlling how much
radiance is accumulated by a ray passing through (x, y, z). Our method optimizes
a deep fully-connected neural network without any convolutional layers (often
referred to as a multilayer perceptron or MLP) to represent this function by
regressing from a single 5D coordinate (x, y, z, ✓, �) to a single volume density
and view-dependent RGB color. To render this neural radiance field (NeRF)

? Authors contributed equally to this work.
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https://arxiv.org/abs/2003.08934
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