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This Week: Object Tracking

• Seminar 6: Visual Odometry and Localization
1. Backprop KF: Learning Discriminative Deterministic State Estimators, Haarnoja et al., 2016

2. Differentiable Particle Filters: End-to-End Learning with Algorithmic Priors, Jonschkowski et al., 2018

3. Multimodal Sensor Fusion with Differentiable Filters, Lee et al., 2020

4. Differentiable SLAM-net: Learning Particle SLAM for Visual Navigation, Karkus et al., 2021
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• Seminar 5: Recurrent Networks and Object Tracking
1. DeepIM: Deep Iterative Matching for 6D Pose Estimation, Li et al., 2018

2. PoseRBPF: A Rao-Blackwellized Particle Filter for 6D Object Pose Tracking, Deng et al., 2019

3. 6-PACK: Category-level 6D Pose Tracker with Anchor-Based Keypoints, Wang et al., 2020

4. XMem: Long-Term Video Object Segmentation with an Atkinson-Shiffrin Memory Model, Cheng and Schwing, 2022

https://proceedings.neurips.cc/paper/2016/file/697e382cfd25b07a3e62275d3ee132b3-Paper.pdf
http://www.roboticsproceedings.org/rss14/p01.pdf
https://arxiv.org/abs/2010.13021
https://openaccess.thecvf.com/content/CVPR2021/papers/Karkus_Differentiable_SLAM-Net_Learning_Particle_SLAM_for_Visual_Navigation_CVPR_2021_paper.pdf
https://openaccess.thecvf.com/content_ECCV_2018/papers/Yi_Li_DeepIM_Deep_Iterative_ECCV_2018_paper.pdf
https://arxiv.org/abs/1905.09304
https://ieeexplore.ieee.org/abstract/document/9196679
https://arxiv.org/abs/2207.07115
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Presented by: Saurav Telge, Rutwik Patel

By:

DeepIM
Deep Iterative Matching for 6D Pose Estimation

Yi Li, Gu Wang, Xiangyang Ji, Yu Xiang, Dieter Fox



The torch bearers of this research

• Yi Li
• PhD student at University of Washington.

• Advised by: Professor Dieter Fox.

• Gu Wang
• PhD student at Tsinghua University.

• Advised by: Professor Xiangyang Ji.
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Problem
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Contributions

1. A framework for iterative pose matching.
2. An untangled representation of rotation and translation of 

3D objects.
3. A new loss function for estimating difference between 

predicted pose and target pose.
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Background
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Approach
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DeepIM network architecture
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Evaluation metrics
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Models for generating initials poses & improvement using the DeepIM network



 Comparison with state-of-the-art methods on the LINEMOD dataset





Results

Examples of refined poses on the Occlusion LINEMOD 
dataset using the results from PoseCNN as initial poses



pose refinement of unseen 3D models from the 
ModelNet dataset 



Conclusions
• Accurate and efficient estimation of the 6D pose of an object from a single RGB 

image.

• The 6D pose estimation has a wide range of applications in robotics, 
augmented reality, and object recognition, among others.
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• Limitations
Computationally expensive, Limited applicability, Sensitivity to initialization.

• Future directions
The iterative refinement process can also be extended to other tasks, such as 

object detection, segmentation, and tracking.



Thank you
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Presented by: Siddharth Rao Appala, Rishitha Gollamudi

By:

PoseRBPF
A Rao-Blackwellized Particle Filter for 6D Object Pose Tracking

Xinke Deng, Arsalan Mousavian, Yu Xiang, Fei Xia, Timothy Bretl, Dieter Fox



Motivation

• The paper aims to develop a novel 6D 
pose tracking framework that tracks 
objects with 6 degrees of freedom over 
a video sequence.

• Tasks like robot manipulation and grasp 
planning require accurate 6D pose 
tracking with uncertainty estimates and 
robustness to object symmetries. 

• This can be achieved by accounting for 
the temporal information. 
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Contributions

1. Introduced a novel 6D object pose estimation pipeline that combines 

Rao-Blackwellized particle filtering with a learned autoencoder to generate full 

distribution over 6D poses

2. The proposed framework can track full distributions over 6D object poses for 

objects with arbitrary kinds of symmetries, without the need for any manual 

symmetry labeling.

3



Related Work & Short comings
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Traditional approaches - key point 
detection and local feature matching



Related Work & Short comings
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Object detection based approachesPoseCNN



Particle Filtering

• A particle filter is a statistical algorithm which 
express the distribution of a state space model by 
extracting random state particles from the 
posterior probability. 

• RBPF - decreases number of particles necessary 
to achieve same accuracy with regular PF

• Divide the state vector into two parts: one part 
that can be updated efficiently using a 
closed-form equation, and another part is 
updated using particle filtering.



Approach
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                  Approach - Motion Priors
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 Based on the Rao Blackwellized Particle filter approach,

- The translation distribution is propagated using 

- The rotation distribution is propagated using



Approach - Autoencoder
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Autoencoder Codebook matching



Approach - Weight update and resampling

1
0

Weight update:



Approach - Summary
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Evaluation

1
2

YCB Video dataset 
RGBD video sequences of 21 objects

Metrics: ADD, ADD-S
 

T-LESS dataset 
RGB-D sequences of 30 non textured industrial objects

Metrics: Visual Surface Discrepancy



Results - YCB Video dataset
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PoseRBPF++ - 50% 
of the particles around 
PoseCNN predictions 

and the other 50% 
from the particles of 

the previous time step



Results - TLESS dataset

1
4

PoseRBPF 
outperforms 

other methods 
in most object 

classes



Qualitative Results
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Conclusions

• In conclusion, PoseRBPF is a 6D pose tracking framework that uses a particle 

filtering approach with a learned autoencoder to estimate full distributions 

over object poses.

• The proposed method overcomes the shortcomings of existing approaches by 

estimating uncertainties and providing robustness against symmetry and 

occlusion. 

• PoseRBPF achieves state-of-the-art results on two benchmarks.
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Limitations and Future Work
Limitations

• PoseRBPF does not generalize well to unseen objects as codebooks are 
generated only for objects in the training set.

• Each object requires a codebook entry for each of the 191,808 possible 
orientations, making it highly inefficient to store.

Future work

Methods to generate object independent codebook entries can be explored.
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Thank You!
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Presented by: Abigail Rafter, Joshua Friesen

By:

6-PACK
Category-level 6D Pose Tracker with Anchor-Based Keypoints

Chen Wang, Roberto Martín-Martín, Danfei Xu, Jun Lv
Cewu Lu, Li Fei-Fei, Silvio Savarese, Yuke Zhu



The Authors
• Chen Wang - PhD student at Stanford
• Roberto Martın-Martın - PhD student at Stanford
• Danfei Xu - PhD student at Stanford
• Jun Lv - PhD student at Shanghai Jiao Tong University
• Cewu Lu - Professor at Shanghai Jiao Tong University
• Fei-Fei Li - Professor at Stanford University
• Silvio Savarese - Professor at Stanford University
• Yuke Zhu - Professor at UT Austin
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https://www.youtube.com/watch?v=INBjNZsnfy4


6D Pose Tracking
• Common form of state representation for robotics
• Pose tracking in real-time allows for fast feedback control
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What Exists Proposed

• Requires known 3D models • Category-level 6D tracking
• Anchor-based keypoints



Contributions
1. Anchor-Based Keypoints

2. Temporal 6D Category-Level Pose Tracking 

3. State Of The Art Accuracy & Real Time Performance
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Background
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1. Matching View to Template 2. Matching View with Render

3. Category Level Estimation 4. Anchor-based Keypoints



Anchor-Based Keypoint Generation
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Anchor-Based Keypoint Generation
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Objective:  Place keypoints in current frame in the location 
that corresponds to the keypoints of the previous frame, 
transformed by ground truth inter-frame motion



Anchor-Based Keypoint Generation
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● Multi-view consistency loss: guarantees interframe 
consistency between feature locations 

Objective:  Place keypoints in current frame in the location 
that corresponds to the keypoints of the previous frame, 
transformed by ground truth inter-frame motion
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Anchor-Based Keypoint Generation
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● Multi-view consistency loss: guarantees interframe 
consistency between feature locations 

● Pose estimation loss: guarantees that the ground truth 
change of pose can be computed from keypoints

● Separation loss: forces kepoints to maintain distance 
between one another

● Silhouette loss: forces kepoints to be close to object 
surface for improved interpretability

● Centroid loss: forces centroid of kepoints to be at 
centroid of object

Objective:  Place keypoints in current frame in the location 
that corresponds to the keypoints of the previous frame, 
transformed by ground truth inter-frame motion



Experimental Design
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Experimental Design
• Dataset: NOCS-REAL275
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Experimental Design
• Dataset: NOCS-REAL275
• Evaluation metrics:

• 5°5 cm: percentage of tracking results with orientation error < 5° and 
translation error < 5 cm

• IoU25: percentage of volume overlap between the prediction and 
ground-truth 3D bounding box that is larger than 25%

• Rerr: mean of orientation error in degrees
• Terr: mean of translation error in centimeters
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Experimental Design
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• Baselines:
• NOCS [46]: State-of-the-art category-level 6D pose estimation method 

that uses per-pixel prediction
• ICP [50]: Standard point-to-plane ICP algorithm implemented in Open3D
• KeypointNet [41]: Implementation of proposed model without the 

anchor-based attention mechanism
• 6-PACK  without temporal prediction: Predicted pose in the next 

frame is the previous estimated pose
• 6-PACK:  predicted pose in the next frame extrapolates from the last 

estimated inter-frame change of pose (constant velocity model)

Experimental Design
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Results
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Results
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6-PackNOCS



• Summary: Anchor-based keypoint generation for 6D 
pose tracking

• 6-PACK demonstrates state-of-the-art performance on a 
challenging category-based 6D object pose tracking 
problem

• 6-PACK enables real-time tracking and robot interaction

Conclusions 
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Limitations and Future Work
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• Only works on RGB-D data
• 10 Hz pose tracking on robot
• Only trained on 6 categories of objects
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