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DeepRob

Lecture 13
Object Detectors and Segmentation
University of Michigan and University of Minnesota

Slides adapted from Justin Johnson’s Deep Learning for Computer Vision course 1
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ast time: Transfer Learning

. Train on ImageNet

FC-1000 Add randomly = [ NewFClayer
e el e e . FC-4096

FC-4096 . ..
— initialized final FC — Continue training
r— layer for new task oo > entire model for
Conv-512 Conv-512 new tas k
Conv-512 Conv-512

MaxPool MaxPool
Conv-512 Conv-512
Conv-512 Conv-512

MaxPool I Initialize from MaxPool
Conv-256 | ma g e N et mo d e | Conv-256
Conv-256 Conv-256

MaxPool MaxPool
Conv-128 Conv-128
Conv-128 Conv-128

MaxPool MaxPool

Conv-64 Conv-64

Conv-64 Conv-64

Image Image
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Classification

“Chocolate Pretzels”

—

No spatial extent

L\,

Last time: Localization Tasks
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Last time: R-CNN
R-CNN: Region-Based CNN

Bbox || Class Classify each region
Bbox | | Class

Bbox | | Class ) t Forward each
1 Conv ST Bounding box regression:
Conv Net reslon throus Predict “transform” to correct the Rol: 4
Net ConvNet . bt b 4
Conv numbers (tx, ty, th, tw)
Net ﬁWarped image
é regions (224x224)

~ Regions of
Interest (Rol)
from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0
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_ast time: R-CNN

Bbox || Class Classify each region
Bbox | | Class

Bbox | | Class ). t Forward each
%+ Conv gion through Bounding box regression:
Conv Net 5 & Predict “transform” to correct the Rol: 4
Net ConvNet b
Conv numbers (tx, ty, th, tw)
Net ﬁWarped image
E regions (224x224)

Problem: Very slow! Need to do 2000

/7 Regions of forward passes through CNN per image
- 4 Interest (Rol)
4 from a proposal

(/

method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission



https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0
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_ast time: R-CNN

Bbox || Class

Bbox

Class

Bbox

Class

Conv
Net

Conv
Net

Conv
Net

Forward each
region through
ConvNet

ﬁ Warped image

regions (224x224)

Regions of
Interest (Rol)
from a proposal
method (~2k)

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
Figure copyright Ross Girshick, 2015; source. Reproduced with permission

Classify each region

Bounding box regression:

Predict “transform” to correct the Rol: 4
numbers (tx, ty, th, tw)

Problem: Very slow! Need to do 2000
forward passes through CNN per image

Idea: Overlapping proposals cause a lot of
repeated work; same pixels processed
many times. Can we avoid this?


https://dl.dropboxusercontent.com/s/vlyrkgd8nz8gy5l/fast-rcnn.pdf?dl=0
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Fast R-CNN

“Slow” R-CNN

Process each region

Bbox

independently
Bbox || Class
Bbox | | Class 1

Class .
f Conv

Conv Net

Net
Conv
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Fast R-CNN

“Slow” R-CNN

Process each region

independently
Bbox || Class
Bbox | | Class 1
Bbox | [ Class | "® .
onv
/ /Image features t Conv Net
“Backbone” L Run whole image Conv et f
network: through ConvNet
AlexNet, VGG, :
ConvNet =

ResNet, etc




DR

Fast R-CNN

Regions of
Interest (Rols)
from a proposal

method //g/ /i/lmage features
“Backbone” T Run whole image
network: through ConvNet
AlexNet, VGG, =

ResNet, etc O

“Slow” R-CNN

Process each region

Bbox

independently
Bbox || Class
Bbox | | Class 1
Class N
t Conv
Conv Net
Net
Conv !
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Regions of

Fast R-CNN

Interest (Rols)
from a proposal

7 — Crop + Resize features
methoc /2 !7 f Mlmage features
“Backbone” Run whole image
network: through ConvNet
AlexNet, VGG, 4

ResNet, etc b

“Slow” R-CNN

Process each region

Bbox

independently
Bbox || Class
Bbox | | Class 1
Class N
Conv
Conv Net
Net

10
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Fast R-CNN

Regions of

Per-Region Network
Interest (Rols)

“Slow” R-CNN

Process each region

from a proposal

Crop + Resize features

Bbox

method

Image features

“Backbone”
network:
AlexNet, VGG,
ResNet, etc

Run whole image

independently
Bbox || Class
Bbox | | Class 1
Class N
Conv
Conv Net
Net
Conv

11
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Regions of
Interest (Rols)
from a proposal
method

Fast R-CNN

Bbox

Bbox

Bbox

Class

Class

Class

1 S R |

Z
P
O

Z
Z
O

Z
P
O

& & b o f Bbox | | Class %+
Crop + Resize features V. 5

“Backbone”
network:
AlexNet, VGG,
ResNet, etc

/4'7

Mlma e features Conv
5 Conv Net

ConvNet

through ConvNet

Category and box
transform per region

“Slow” R-CNN
Process each region
independently

Per-Region Network
Bbox || Class

Class

Net

Run whole image Conv

12
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Regions of
Interest (Rols)
from a proposal
method

Fast R-CNN

Bbox

Bbox

Bbox

Category and box

Class

Class

Class

transform per region

| S R |

Z
O

Z

Per-Region network is
Per-Region Network relatively lightweight

& b Crop + Resize features

“Backbone”
network:

AlexNet, VGG,
ResNet, etc

@@»

f Mlmage features

ConvNet

J!f’
L=
g
:

Run whole image

trough ConvNet Most of the computation

happens in backbone
network; this saves work for
overlapping region proposals

Input image

13
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Regions of
Interest (Rols)
from a proposal
method

Fast R-CNN

Bbox Bbox

Bbox

Category and box

Class Class

Class

transform per region

Per-Region Network

(&7 B, M Crop + Resize features

“Backbone”
network:
AlexNet, VGG,
ResNet, etc

L\,

ConvNet

//27/ /Mlmage features

un whole image

hrough ConvNet

nput image

Example:
When using
AlexNet for
detection, five

conv layers are
used for

backbone and
two FC layers are
used for per-
region network

14
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Fast R-CNN

Softmax

o T om—
| Pool J
Bbox | | Bbox || Bbox | Category and box — i |
- G xample:
Class | [ Class | [ class | transform per region crerCG P

3x300v, 512 For RESNEt’ IaSt
L_3x3conv, 512 |

Regions of Per-Region Network S—— stage IS.USEd a5
Interest (Rols) per-region
fromaproposal A, N B Crop + Resize features S network; the rest
method /27 2 of the network is
L7, /Mlmage features o R Jssed as backbone
3x3 conv, 128 |
“Backbone” un whole image ——
. 3x3 conv, 64
network: hrough ConvNet o
AlexNet, VGG, e 4 2 oy, o
onvNe | :
ResNet, etc — R
= = 3x3 conv, 64
Pool

| 7x7 conv, 64, /2
Input

nput image

L\, :
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Fast R-CNN

Bbox | | Bbox || Bbox | Category and box
Class | | Class | | class | transform per region

T &+ 1t

Regions of = = [| Per-Region Network

Interest (Rols) 5 5 5

from a proposal & b Crop + Resize features How to crop
method /27/ ) /Mlmage features features?
“Backbone” Run whole image

network: through ConvNet

AlexNet, VGG, 3

ResNet, etc b
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Recall: Receptive Fields

L\

Input Image: 8 x 8

Every position in the
output feature map
depends on a 3x3
receptive field in the input

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8




DR

Recall: Receptive Fields

HEEEREEER

Input Image: 8 x 8

L\,

Every position in the
output feature map
depends on a 3x3
receptive field in the input

3x3 Conv
Stride 1, pad 1

Output Image: 8 x 8

18
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Recall: Receptive Fields

Every position in the
output feature map
depends on a 5x5
receptive field in the input

3x3 Conv 3x3 Conv
Stride 1, pad 1 Stride 1, pad 1

L\

Input Image: 8 x 8

Output Image: 8 x 8
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Recall: Receptive Fields

Moving one unit in the
output space also moves
the receptive field by one

3x3 Conv
Stride 1, pad 1

3x3 Conv
Stride 1, pad 1

L\

Input Image: 8 x 8

Output Image: 8 x 8
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Recall: Receptive Fields

(0, 0)

Moving one unit in the
output space also moves
the receptive field by one

3x3 Conv 3x3 Conv
Stride 1, pad 1 Stride 1, pad 1

There is a correspondence
between the coordinate
system of the input and
the coordinate system of

the output Output Image: 8 x 8

(1, 1) (1, 1)

Input Image: 8 x 8

21
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Projecting Points

(0, 0)

We can align arbitrary

points between coordinate

system of input and output

3x3 Conv 3x3 Conv

Stride 1, pad 1 Stride 1, pad 1

There is a correspondence

between the

L\

Input Image: 8 x 8

and
the coordinate system of
the output

Output Image: 8 x 8

(1,1)
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Projecting Points

Same logic holds for more complicated
CNNs, even if spatial resolution of
input and output are different

(0, 0)

We can align arbitrary

points between coordinate

system of input and output

3x3 Conv 2x2 MaxPool

Stride 1, pad 1 Stride 2

There is a correspondence

between the

L\

Input Image: 8 x 8

and
the coordinate system of
the output

(1, 1)

Output Image: 8 x 8
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Projecting Points

Same logic holds for more complicated
CNNs, even if spatial resolution of
input and output are different

(0, 0)

We can align arbitrary
points between coordinate
system of input and output

3x3 Conv 4x4 MaxPool
Stride 1, pad 1 Stride 4

There is a correspondence
between the

and
the coordinate system of

Input Image: 8 x 8 the output Output Image: 8 x 8

L\ .

(1, 1)
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Projecting Points

We can use this idea to project
bounding boxes between an

input image and a feature ma
(0, 0) P g P

We can align arbitrary
points between coordinate
system of input and output

3x3 Conv 4x4 MaxPool
Stride 1, pad 1 Stride 4

There is a correspondence
between the coordinate
system of the input and
the coordinate system of

the output Output Image: 8 x 8

(1, 1) (1, 1)

Input Image: 8 x 8

25




Cropping Features: Rol Pool

Input Image
(e.g. 3 x 640 x 480)

Image features
(e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015.

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

26
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Cropping Features: Rol Pool

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015. o7
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Cropping Features: Rol Pool

“Snap” to
grid cells

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015. o8
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Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)
grid cells equal subregions

Project proposal
onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015. 2Q



DR
Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)
grid cells equal subregions

Project proposal
onto features

Max-pool within
each subregion

Region features
(here 512 x 2 x 2;
In practice 512x7x7)

Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 20 X 15) Region features always the

same size even if input
regions have different sizes!

EM@, Girshick, “Fast R-CNN”, ICCV 2015. 30
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Cropping Features: Rol Pool

Divide into 2x2
“Snap” to grid of (roughly)
orid cells equal subregions

Project proposal
onto features

Max-pool within
each subregion

Region features
(here 512 x 2 x 2;
In practice 512x7x7)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15) Region features always the

Problem: Slight misalighment due to >dMme size cVen it i”pl_lt
M snapping; different-sized subregions is weird  F€810NS have different sizes!

Girshick, “Fast R-CNN”, ICCV 2015. 31
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Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

| No “snapping”!
Project proposal

onto features

Want features for the
box of a fixed size

(2x2 in this example,
7x7 or 14x14 in practice)

Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

Girshick, “Fast R-CNN”, ICCV 2015. 39



DR Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

(e.g. 3 x 640 x 480)

Project proposal
onto features

No “snapping”!

Image features
(e.g. 512 x 20 x 15)

He et al, “Mask R-CNN”, ICCV 2017

Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

33
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Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

No “snapping”!  Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

Project proposal
onto features

Te,s 75

6.5,5.8

‘ - f @ f
~ 6,6 7,6
fay =z. - fijmax(0,1 — [x — x;]) max(0, 1 — |y—yj|) s
W= Feature f,, for point (x, y) is a

linear combination of features
at its four neighboring grid cells:

He et al, “Mask R-CNN”, ICCV 2017 34
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Cropping Features: Rol Align

Divide into equal-sized subregions
(may not be aligned to grid!)

No “snapping”!  Sample features at

Project proposal f
JECL PTop regularly-spaced points

onto features

in each subregion using
bilinear interpolation
‘ : \ - 1 - //
-7 fe f; 5
RIS o o
CNN -
I 6.5,5.8
~" \1\\‘\\. ( ],«.\\‘\ 3 \\‘:'}" N~
NN TR W | M @ o
N p oo ~o_ Tee f; 6
fry = | _fl-,jmax(O,l— |lx — x;]) max(0,1 — |y — y;|) N~ '
L]

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

fosss=(fes*0.5*0.2) + (f,s* 0.5 * 0.2)
+(fos* 0.5 % 0.8) + (f;5* 0.5 * 0.8)

QM}L He et al, “Mask R-CNN”, ICCV 2017

35
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Cropping Features: Rol Align

Project proposal

No “snapping”!

Sample features at
regularly-spaced points

onto features

in each subregion using
bilinear interpolation
‘; \ - || - //
7 f6,5 f7,5
RIS ol | _ |
CNN s
0 0.8
N RN AR | 1 ‘ ~ ‘ ’
< . RN Y f7,6
foy= fymax(0,1— |x —x)) max(0,1 = |y — yil) ~16 '
L]

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

f6.5,5.8 = (f6,5 * 0.5 * 0.2) + (f7’5 * 0.5 * 0.2)

V£

+(fo6* 0.5 * 0.8) + (f, . * 0.5 * 0.8)

He et al, “Mask R-CNN”, ICCV 2017

36
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Cropping Features: Rol Align

Project proposal

No “snapping”!  Sample features at

onto features

.L\ . \
|
b CN N
i
N
F"-“.
2 “"E ,' ;‘ //
) { ".:;'4
) BT | A
\ | \, L ) “ v RS
RN VAR RIS L o iy AN N § ) NN RN ~
A '\ :'(,\ QN 3, ° . —-
AN A R S R N TR J '/..<. ~N
G S K AN AN RS L) BTN L7 08 RN AAR LS \ el
Al ) \, i» “.'\\",\,\'-, ':\'a \‘\\,‘;. SN N \l 4 \‘t\, -~ - -\’
2 | 2 " b R -

fy= ) fiymax(0,1—|x x| max(0,1 - |y = ]
L,J

f6.5,5.8 - (f6,5 * 0.5 * 0.2) + (f7,5 * 0.5 * 0.2)
+(fg™ 0.5 *0.8) + (f; ¢* 0.5 * 0.8)

\
élM\-}l'l He et al, “Mask R-CNN”, ICCV 2017

regularly-spaced points

in each subregion using
bilinear interpolation
7
7
e o5 f5
| |
0.8
f6.5, .8
) o 0D
TS 6,6 f7,6

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

37
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Cropping Features: Rol Align

Project proposal

No “snapping”!  Sample features at

regularly-spaced points

onto features

: \ )
. CNN
AR s ant L ‘
fry = _ fl] max (0,1 — |x — x;|) max(0,1 — |y — y;|)

l

]
f6.5,5.8 — (f6,5 * 0.5 * 0.2) + (f7’5 * 0.5 * 0.2)
+ (foe* 0.5 * 0.8) + (f, 4 * 0.5 * 0.8)

\
M He et al, “Mask R-CNN”, ICCV 2017

in each subregion using
bilinear interpolation

fe s ;s
@ @
6.5,5.8
0.2 2>
) o o
o feg f

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

38
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Cropping Features: Rol Align

Project proposal

No “snapping”!  Sample features at

onto features

Y fuymax(0,1 = |x = xi) max(0,1 = ly = i)
L]

f6.5,5.8 - (f6,5 * 0.5 * 0.2) + (f7’5 * 0.5 * 0.2)

VA

+ (fos* 0.5 % 0.8) + (f, ¢ * 0.5 * 0.8)

He et al, “Mask R-CNN”, ICCV 2017

regularly-spaced points

in each subregion using
bilinear interpolation
7
7
el f6,5 f7,5
| @
. ®0.2
\\\\f&G

Feature f,, for point (x, y) is a
linear combination of features
at its four neighboring grid cells:

39
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Cropping Features: Rol Align

| No “snapping”!
Project proposal

onto features

\
CNN
ST
Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 20 x 15)

He et al, “Mask R-CNN”, ICCV 2017

Sample features at
regularly-spaced points
in each subregion using
bilinear interpolation

After sampling, max-
pool in each subregion

Region features
(here 512 x 2 x 2;

In practice e.g 512 x 7 x 7)

40
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Fast R-CNN vs “Slow” R-CNN

Fast R-CNN: Apply differentiable “Slow” R-CNN: Apply differentiable
cropping to shared image features cropping to shared image features
Bbox | | Bbox || Bbox | Category and box Bbox || Class
Class | | Class | | class | transform per region Bbox Class ‘.‘
Tt T 1
Regions of = = = || Per-Region Network Bbox | [ Class | ™ Conv Forward each
Interest (Rols) 5 5 5 ] Cony Net region through
from a proposal & & b Crop + Resize features . Net ConvNet
thod @ onv
MEmo vzl i /5/ mage features Net ﬁWarped image

regions (224x224)

“Backbone” ) Run whole image

network: through ConvNet

AlexNet, VGG, ~ Regions of

ResNet, etc ConvNet !nput | £ Interest (Rol)
image - s 2 =X from a proposal

method (~2k)

41
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R-CNN

Fast R-CNN vs “Slow” R-CNN

L Test time (seconds)
Tl’al ni ng tl me (HOU rS) B Including Region propos...

B Excluding Region Propo...

R-CNN

SPP-Net
SPP-Net
Fast R-CNN 8.75
Fast R-CNN
0 25 50 75 100
Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014

Girshick, “Fast R-CNN”, ICCV 2015

60

42
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Fast R-CNN vs “Slow” R-CNN

L Test time (seconds)
Tl’al ni ng tl me (HOU rS) B Including Region propos...

B Excluding Region Propo...

R-CNN R-CNN

SPP-Net

SPP-Net

Fast R-CNN 8.75 )
Problem: Runtime
Fast R-CNN B 23 =

0 25 50 75 100 0.32 dominated by region
; . proposals 5

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014 43
Girshick, “Fast R-CNN”, ICCV 2015
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Fast R-CNN vs “Slow” R-CNN

L Test time (seconds)
Tl’al ni ng tl me (HOU rS) B Including Region propos...

B Excluding Region Propo...

R-CNN R-CNN

SPP-Net
SPP-Net

Fast R-CNN 8.75 )
Problem: Runtime
Fast R-CNN B 23 =

0 25 50 75 100 0.32 dominated by region
; . proposals 5

Recall: Region proposals computed by
heuristic “Selective search” algorithm on
CPU — let’s learn them with a CNN

Girshick et al, “Rich feature hierarchies for accurate object detection and semantic segmentation”, CVPR 2014.
He et al, “Spatial pyramid pooling in deep convolutional networks for visual recognition”, ECCV 2014 44
Girshick, “Fast R-CNN”, ICCV 2015
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Faster R-CNN: Learnable Region Proposals

Insert Region Proposal s Iy | @ regressionos

Network (RPN) to predict

proposals from features | | rearession lou
N2 1

proposals

Otherwise same as Fast R-CNN: region Proposal Network
Crop features for each proposal, fenture man

classify each one

CNN
4
G777
M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick; reproduced with permission 45
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Run backbone CNN to get
features aligned to input image

Input Image
(e.g. 3 x 640 x 480)

Region Proposal Network (RPN

Image features
(e.g. 512 x 5 x 6)

%]
i »

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Networ

Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

h &&h\ afy/f\:\
Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

47
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Region Proposal Network (RPN

Imagine an anchor box

of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

Input lmage
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

48



DR

Region Proposal Network (RPN)

Imagine an anchor box

of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

Input Image Image features
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

IMI Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 49
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Region Proposal Network (RPN

Imagine an anchor box

of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

nput Image
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

50
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Region Proposal Network (RPN

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

ERA N S R Classify each anchor as
nput mage Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or
negative (no object)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

51
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Region Proposal Network (RPN

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

R Classify each anchor as
nput mage Image features

(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or
negative (no object)

Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
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Region Proposal Network (RPN

Imagine an anchor box
of fixed size at each

Run backbone CNN to get Each feature corresponds ooint in the feature map

features aligned to input image to a point in the input

Classify each anchor as

Image features 7 |
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or

nput Image

negative (no object)

IMI Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 53
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Each feature corresponds
to a point in the input

Run backbone CNN to get
features aligned to input image
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(e.g. 512 x 5 x 6)

put mage
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Region Proposal Network (RPN)

Predict object vs not object
scores for all anchors with

a conv layer (512 input
filters, 2 output filters)

Anchor is
object?
2X5X6

\

ﬁ

Conv

o

Classify each anchor as
positive (object) or
negative (no object)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 54
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Region Proposal Network (RPN)

For positive anchors, also
predict a transform that

Run backbone CNN to get Each feature corresponds .
. . . o . converting the anchor to
features aligned to input image to a point in the input ,
the (like R-CNN)
Anchor i
——_— nc. or is
object?
e —_
2X5x6
Conv
-

Classify each anchor as

Ime feature 7 |
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or

nput mage

negative (no object)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 55
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Region Proposal Network (RPN)

For positive anchors, also
predict a transform that

Run backbone CNN to get Each feature corresponds .
. . . o . converting the anchor to
features aligned to input image to a point in the input ,
the (like R-CNN)
Anchor |
——_— nc. oris
object?
 —
2X5x6
Conv
Anchor
e —
— transforms
4x5x6

Classify each anchor as

Image fatures 7 |
(e.g. 3 x 640 x 480) (e.g. 512 x 5 x 6) positive (object) or

nput Image

negative (no object)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 56
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Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K = 6)
Anchor is
S | |
object?
——
2KX5x6
Conv
Anchor
e —
— transforms
, [ 4K x5x 6
. ‘i‘q me f. fih
Image features
(e.g. 3 x640x480) (e.g. 512 x 5 x 6)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 57
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Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image

to a point in the input with different size and scale
(here K = 6)

Anchor is
object?
2Kx5x6

\

ﬁ

Conv

Anchor
e —

— transforms
AKX 5x 6

Image features During training, supervised
(e.8. 3 X 640 x 480) (e.8. 512 x5 x 6) positive / negative anchors and
box transforms like R-CNN

IMI Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 58
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Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K = 6)
Anchor is
\ . I
object?
——
2Kx5x6
Conv
Anchor
e —
— transforms
| ¥ 4K X 5% 6
| ‘q m%
Image features Positive anchors: >= 0.7 loU with
(e.g. 3 X 640 x 480) (e.8. 512 x5 x 6) some GT box (plus highest loU to
each GT)

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 59
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Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image

to a point in the input with different size and scale
(here K = 6)

Anchor is
object?
2Kx5x6

\

ﬁ

Conv

Anchor
e —

— transforms
AKX 5x 6

Image features Negative anchors: < 0.3 loU with

(e.8. 3 X 640 X 480) (e.8.512 x5 x 6) all GT boxes. Don’t supervised
transforms for negative boxes.

IMI Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 50
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Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead

Run backbone CNN to get Each feature corresponds consider K different anchors
features aligned to input image to a point in the input with different size and scale
(here K = 6)
e | o | o . A Anchor is
object?
——
2Kx5x6
e — Conv
TR R L _—
R e - transforms
“\ W | AKX 5x 6
L
Image features Neutral anchors: between 0.3
(.. 512 x5 x6) and 0.7 loU with all GT boxes:

ignored during training

IMI Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 61
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Run backbone CNN to get Each feature corresponds
features aligned to input image to a point in the input

e "' "'J‘m,.s 'ﬁ.'.. ,,‘\\ .‘.:A_\;’,"

P AN AR, &‘f\%«z R uM\L# ‘UZ
Image features

(e.g. 3 x640x480) (e.g. 512 x 5 x 6)

Region Proposal Network (RPN)

In practice: Rather than using
one anchor per point, instead
consider K different anchors

with different size and scale

(here K = 6)
Anchor i
—_— | IS
object?
——
2Kx5x6
Conv
Anchor
e —
— transforms
AKX 5x 6

At test-time, sort all K*5*6 boxes
by their positive score, take top
300 as our region proposals

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 62
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Faster R-CNN: Learnable Region Proposals

Jointly train four losses:
1. RPN classification: anchor box is object / not
an object

2. RPN regression: predict transform from & o

anchor box to proposal box proposa'/ /
Region Proposal Network
3. Object classification: classify proposals as W
. feature map

background / object class £

4. Object regression: predict transform from
proposal box to object box e

M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015
Figure copyright 2015, Ross Girshick; reproduced with permission
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Faster R-CNN: Learnable Region Proposals

R-CNN Test-Time Speed (s)

R-CNN

SPP-Net

Fast R-CNN 2.3

Faster R-CNN| 0.2

0 15 30 45

L\, .
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Extend Faster R-CNN
to Image Segmentation: Mask R-CNN

Instance
Segmentation

Keese's

e ————————————————————

» objects

65
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Extend Faster R-CNN
to Instance Segmentation: Mask R-CNN

Instance Segmentation
Detect all objects in the image and
identify the pixels that belong to

each object (Only things!)

Approach
Perform object detection then
predict a segmentation mask for

each object detected!

L\,

66
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Extend Faster R-CNN into Mask R-CNN

Faster R-CNN Sounding be
1. Feature Extraction at the image-level N Gregressionlos
2. Regions of Interest proposal from ﬂ
feature map o
3. In Parallel N
1. Object classification: classify RS o—
proposals B “
2. Object regression: predict transforn 1) ‘
from proposal box to object box
e 2 4
M Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015

Figure copyright 2015, Ross Girshick.
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Extend Faster R-CNN into Mask R-CNN

Mask R-CNN
1. Feature Extraction at the image-level

2. Regions of Interest proposal from
feature map

3. In Parallel
a. Object Classification: classify
proposals
b. Object Regression: predict transform
from proposal box to object box
c. Mask Prediction: predict a binary
mask for every region

M He et al., “Mask R-CNN”, ICCV 2017

Bounding-box

Mask Prediction

y
Q,

/

proposals

Region Proposal Network
feature map

i}

CNN |
y /

i—crr 77—

68



DR

Mask R-CNN

Classification Scores: C
— Box coordinates (per class):
4*C
g /
/|
1 dBP% dBp%
> //// // /// > /// >
//// » //; //;
:;/ Rol Align| ([ Conv| |1} Conv
256 x14x14 256x14x14

Predict a mask for

each of C classes:
Cx28 x28

He et al., “Mask R-CNN”, ICCV 2017 89



Mask R-CNN: Very Good Results!
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Mask R-CNN for Human Pose Estimation

Mask R-CNN
1. Feature Extraction at the image-level

2. Regions of Interest proposal from
feature map

3. In Parallel

a. Object Classification: classify
proposals

b. Object Regression: predict transform
from proposal box to object box

c. Mask Prediction: predict a binary
mask for every region

d. Keypoint Prediction: predict binary
mask for human key points

M He et al., “Mask R-CNN”, ICCV 2017

N

proposals

Region Proposal Ne

feature map

.

. ﬁ n loss /

%

Keypoint
Prediction

/1
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Mask R-CNN for Human Pose Estimation

Classification Scores: C

M He et al., “Mask R-CNN”, ICCV 2017

> Box coordinates (per class): 4 * C

Segmentation mask: C x 28 x 28

One mask for each of
the K different keypoints

Left ankle

Right an

kle

g /

//j/ %

// | //
> //// // ///
CNN T (R

V9% i %

+RPN // Rol Align ,

256 x 14 x 14

Conv...

Keypoint masks:
Kx56x56

Ground-truth has one “pixe

I”

turned on

per keypoint. Train with softmax loss

72
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Mask R-CNN for Human Pose Estimation

He et al., “Mask R-CNN”, ICCV 2017 73
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Two Stage vs One Stage Detectors

Faster R-CNN is a two-stage object detector

FlrSt Stage Run Once per |mage _if_:.::'f'f: cation SOt o= ._ROI Sodling

« Backbone Network N ﬁhl -

* Region Proposal Network oroposels

. Region Proposal Network

Second stage: Run once per region S W

* Crop features: Rol pool / align feature map

* Predict Object Class

* Prediction bbox offset ,
y /
T 77—

IMI Ren et al, “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks”, NIPS 2015 24

Figure copyright 2015, Ross Girshick.
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Lecture 13
Object Detectors and Segmentation
University of Michigan and University of Minnesota

Slides adapted from Justin Johnson’s Deep Learning for Computer Vision course 75
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