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DeepRob Course Staff

Anthony Opipari Prof. Chad Jenkins Prof. Karthik Desingh

Jiyue ZhuHuijie Zhang
Research Associate Instructional Aide
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Similar introductory projects,
New projects for 3D estimation,
Build up to mini research project

DeepRob is a fork (and a star) of 
Deep Learning for Computer Vision
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A brief history of AI
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Second wave AI: Data-driven  

“Learn from lots of data”

“deep learning"
DALL-E (OpenAI)
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Time

Second wave AI: Data-driven  

“Learn from lots of data”

“deep learning"

1956

First wave AI: Model-based  

“Think through the entire problem”

1958 1989
Waibel et al.

Speech recognition by neural networks

Rosenblatt’s Perceptron

The AI of today needed 
decades of investment and research
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What is this?
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Be mindful about how 
you use AI 

“a salmon swimming 
down a river”
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Course Resources
• Course Website: https://deeprob.org
• Syllabus, calendar, project files, slides, links, etc.

• Ed Stem: https://edstem.org/us/courses/31008/discussion/
• Forum for communication and question answering
• Optional to join and shared across course offerings

• Autograder: https://autograder.io/web/course/199
• Project submission and grading
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https://deeprob.org
https://edstem.org/us/courses/31008/discussion/
https://autograder.io/web/course/199


Course Website—DeepRob.org
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https://DeepRob.org


• Office Hours
Anthony

Huijie

Jiyue

Meeting Logistics
• In-person Lectures
• Tue/Th 3:00-4:30 PM EST 
• Zoom (Meeting ID: 936 5222 5304)
• Recordings available on course website 

(deeprob.org)

• Discussion Section
• Fri 4:30-5:30 PM EST
• Zoom (Meeting ID: 936 5222 5304)
• Tutorials and paper discussions
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Wed, 1:30-3:00pm, 3320 FMCRB
Fri, 9:00-10:30am, 3320 FMCRB

Th, 1:00-3:00pm, 2320 FMCRB

Mon, 2:00-3:00pm, 2320 FMCRB
Tue, 2:00-3:00pm, 2320 FMCRB

https://umich.zoom.us/j/93652225304
https://deeprob.org
https://umich.zoom.us/j/93652225304


Office Hours Queue

38

Online queue management 
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Course Structure
• Objective: Give you the computational skills to understand 

and reproduce emerging applications of deep learning for 
robot perception

• Project focused class
• 6 total projects: building in complexity from basic linear 

layers to state-of-the-art research topics
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Course Structure
• First half: Fundamentals
• How to implement, train and debug neural networks
• Classifiers, fully-connected networks, convolutional networks 
• Weeks 1-6 and Projects 0-2

• Second half: Emerging topics
• Seminar style coverage of active research areas in robotics
• 3D perception, pose estimation, tracking, NeRFs, transformers
• Weeks 7-14 and Projects 3 onward
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Schedule—DeepRob.org/calendar
• Lecture slides

• Discussion resources

• Suggested readings

• Project schedule
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https://DeepRob.org/calendar


Project Topics
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Project Topics
• Project 0
• Introduction to Python and 

PyTorch

• Project 1
• Classification using K-Nearest 

Neighbors and Linear Models

• Project 2
• Classification using Fully-

Connected and Convolutional 
Neural Networks
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• Project 3
• Detection using convolutional 

neural networks

• Project 4
• State estimation with deep 

networks

• Final Project
• Published paper presentation, 

reproduction, extension and report



Final Project
• Published paper presentation, reproduction, extension 

and report
• Work as collaborative teams up to 3 people
• Deliverables:
• Paper presentation during lecture
• Result reproduction as code
• Network extension as code
• Project report as <= 2-page paper
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Project Grading
• Projects 0-4 graded with autograder.io
• 2 total late days available
• 25% daily penalty after deadline and late days

• Final project graded manually by course staff
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https://autograder.io/web/course/199


Overall Grading Policy

• Projects 0-4: 12% each

• Final Project: 24%
• Presentation: 6%
• Reproduction: 6%
• Extension: 6%
• Written report: 6%

• 16 Pre-Lecture Quizzes: 1% each
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Collaboration Policy
• All work submitted must be your own
• All code submitted must comply with College of Engineering 

Honor Code

• No code can be communicated, including verbally
• Explicit use of external sources must be clearly cited

• Free flow of discussion and ideas is encouraged
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Discussion Forum
• Ed Stem available for course discussion and questions

• Forum is shared across UMich and UMinn students

• Participation and use is not required

• Opt-in using this Google form

• Discussion of quizzes and verbatim code must be private 
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https://edstem.org/us/courses/31008/discussion/
https://docs.google.com/forms/d/e/1FAIpQLSelLeqIUKBxQvqqp6LFs2fSYfzy9D_QCcvtXc302hnm6oF1EA/viewform?usp=sharing


Project 0
• Instructions and code available on the website

• Released today: deeprob.org/projects/project0/

• Intro at this week’s discussion

• Due next Thursday, January 12th 11:59 PM EST
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http://deeprob.org/projects/project0/


Project 0
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Next Week: Classification
Image Classification and Linear Classifiers
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